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Abstract

This paper presents experiments that compare the per-
formances of several versions of a Regional-Fuzzy Repre-
sentation (RFR) developed for Cursive Handwriting Recog-
nition (CHR). These experiments are conducted using a
common Neural Network (NN) classifier, namely a Multi-
Layer Perceptron (MLP) trained with backpropagation. Re-
sults are given for Sections 1a (isolated digits), 1c (isolated
lower-case), and part of Section 3 (lower-case extracted
from phrases) of the Unipen database. Data set Train-
R01/V07 is used for training while DevTest-R01/V02 is used
for testing. The best overall representation yields recogni-
tion rates of respectively97:0% and85:6% for isolated dig-
its and lower case, and84:4% for lower-case extracted from
phrases.

1 Introduction

Feature extraction is assuredly one of the important cor-
nerstone of any pattern classification system. Indeed, no
matter how sophisticated are the classifier and learning al-
gorithm, poor feature extraction and selection will always
lead to poor system performance. Of course, one could en-
vision a classifier that inputs raw data and automatically
learns to extract discriminant features from this data, but
such an approach underlies colossal difficulties that are usu-
ally overwhelming in practice. Moreover, most classifica-
tion methods require that patterns be represented in a fixed
dimensional feature space that is often incompatible with
raw data.

In this paper, we focus on the problem of on-line hand-
writing recognition [1, 2, 3, 4] where we wish to classify
on-line handwritten characters that somehow have already
been segmented. This problem is one example where raw
data cannot be directly interpreted as a fixed dimensional
feature space. Our specific objective is twofold: first to im-
prove upon a previously published handwriting representa-

tion (feature space) [5], and second to report new results on
several sections of the Unipen handwriting database [6].

To estimate the relative performance of our different
handwritten character representations, we work on the same
Unipen data sets using a single neural network classifier,
namely a multilayer perceptron with backpropagation [7],
trained with a fixed set of parameters. In this way, even if
backpropagation may not be the best nor the fastest learn-
ing algorithm for all situations and problems, we assume in
this study that its limitations will not change the relative or-
dering of the different representations, nor that it will affect
greatly their performance gains on a given data set. Besides,
it is our experience that, when used correctly, it can in fact
perform very well on large noisy data sets like Unipen that
contains broad within class deviations.

The paper is organized as follows. Section 2 first
presents an overview of the original handwriting represen-
tation, and then proceeds with a detailed description of the
proposed enhancements. Then, Section 3 describes both the
experimental protocol and the results of the recognition ex-
periments conducted on the different representations con-
structed from these enhancements. Finally, Section 4 con-
cludes this paper with a discussion of possible ways to fur-
ther improve upon our “fuzzy-regional representation”.

2 Fuzzy-regional representation

Our representation for handwriting recognition is based
on a window of attention [5], as illustrated in Figure 1.
In the context of this paper, it is assumed that characters
are already segmented and that this window corresponds to
the character’s bounding box. In a previous work [8], the
same representation was used in a different context, where
window size and window position (attention focus) were
changed dynamically in order to learn to segment cursive
words. The main idea behind this former work was to be
able to initialize a window of attention somewhere near a
character and have a segmentation process fine tune its po-
sition and size in order to correctly locate the character. For
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window of attention
region

Figure 1. Window based regional representa-
tion.

this process to converge, the system needs a high perfor-
mance representation/classifier to detect when this window
of attention actually matches the character’s bounding box.
Thus the object of the present work.

The representation is said to be “ regional” , because the
window of attention is subdivided into a grid of distinct re-
gions (in the example of Figure 1, there are 3 � 2 regions).
Within each of these regions, 7 fuzzy variables are extracted
[5]: the first three measure the degree to which region con-
tent is rectilinear, curved clockwise, and curved counter-
clockwise, while the other four measure the degree to which
region content is horizontal, vertical, and obliquewith pos-
itive or negative slopes. These 7 variables are then assem-
bled to form a fuzzy vector, and the basic handwriting rep-
resentation is simply the concatenation of all regional fuzzy
vectors plus a set of relative horizontal and vertical densi-
ties associated with rows and columns of regions, and two
global variables that measures the aspect ratio of the win-
dow (character bounding box) [5].

The following paragraphs present several enhancements
to this basic representation. Their relative performances
will be compared in Section 3.

Curvature variables The first experiment conducted
with the above basic representation was to test whether the
added complexity of the regional curvature variables really

Figure 2. Horizontal and vertical distances be-
tween window content and window edges.

improved the recognition rate of the classifier. Indeed, al-
though this information may contain useful information, it
also increases the size of the input space by 3 � n dimen-
sions, n being the number of regions, which can make clas-
sifier training and generalization harder.

Experimental results have shown that the contribution of
the curvature variables is very significant both for isolated
digits (+1:5%) and isolated lower-case (+4%).

Region overlapping The process of overlaying a grid of
non overlapping regions over the window of attention in
effect creates spatial discontinuities that may induce noise
in the representation. The second experiment was thus to
build different grids of overlapping regions, using overlap-
ping factors of 2:5%, 5%, 10%, and 15%, and to test their
effect on recognition rates. Surprisingly, results have shown
that the basic fuzzy regional representation is mostly unaf-
fected by region overlapping (within�0:05% of error).

Distance measurements Another possible improvement
for the basic representation was to add information about
horizontal and vertical distances between the content of the
window of attention and its edges, as illustrated by Figure
2, where these distances are sampled at regular intervals
and normalized with respect to window size. For the ex-
periments described in Section 3, we have chosen to sample
each edge 5 times which adds to the feature space 4�5 = 20

new dimensions.
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Figure 3. Number of horizontal and vertical
intersections.

Intersections A final improvement consists in adding
new variables for counting the number of times that imagi-
nary horizontal and vertical lines intersect the script. These
imaginary line are sampled at fixed intervals, as illustrated
by Figure 3 (intersections are marked with an �). Just like
for the distance measurements, 5 horizontal and 5 vertical
lines were used for the experiments described in Section 3,
which adds to the feature space another 2 � 5 = 10 new
dimensions.

3 Experimental results

In order to compare relative performances of the pro-
posed improvements to the basic regional fuzzy represen-
tation, the same classifier was trained using the same proce-
dure and from the same raw data. Each specific handwrit-
ing representation was extracted from Section 1a, Section
1c, and part of Section 3 of the Unipen data sets [6]. Train-
ing data is from Unipen Train-R01/V07 and testing data is
from DevTest-R02/V02. Table 1 summarizes the sizes of
these data sets. The “Total char” column represents the to-
tal number of characters found in each section. The “Bad
char” column represents the total number of samples that
were removed from these data sets. These bad samples are
segments that cannot be possibly recognized for one of the
following reasons: 1) they have 0 width and are not in-
stances of digit 1 or characters i or l, 2) they have 0 height,
and 3) they have 0 width and 0 height. Hence, they are not
counted in the recognition rates reported below. Certainly,

Table 1. Unipen data set statistics: train is
Train-R01/V07 and test is DevTest-R02/V02.

Data Set Total char Bad char

Section 1a train 15 953 4
(digits) test 8 598 34

Section 1c train 61 359 44
(lower-case) test 37 470 23

Section 3 train 40 092 0
(lower-case) test 26 560 0

there are many other unrecognizable (badly written or mis-
labeled) characters in the Unipen data sets but none were
removed except for those flat obviously erroneous samples.
It should be noted that section 3 of Unipen not only contains
lower-case characters but also upper-case, digits, and punc-
tuation marks taken in the context of phrases. The “Total
char” column in Table 1 for Section 3 only counts the lower-
case characters (the other character types were not used for
our experiments).

A multilayer perceptron classifier was used with stan-
dard on-line backpropagation training [7] and a single hid-
den layer of between 50 and 90 neurons. The learning
rate and momentum were fixed at respectively 0.1 and 0.25.
Training was controlled using a cross-validation procedure
where 75% of the training set was used for training and 25%
for validation. The minimum number of training epochs
was fixed at 35 for digits, and 40 for lower-case characters.
The total number of training epochs varied from 65 to 125.

Our experimental recognition results are summarized in
Tables 2, 3, and 4 for Sections 1a, 1c, and 3 of the Unipen
data sets, respectively. Representation type “RFR” is the
plain Regional Fuzzy-Representation. Type “RFR-base” is
the reference representation that combines RFR with hor-
izontal and vertical region densities, and aspect ratio vari-
ables [5]. Two grid sizes are compared: 3 � 2 (three lines
and 2 columns) and 3 � 3. Column “Feature Size” gives
the total dimension of the feature space, and column “Hid-
den Neurons” specifies the number of neurons on the hid-
den layer of the classifier. For each representation type and
grid size, several classifiers were trained on the training sets.
Columns “Mean Rec. Rate” and “Max Rec. Rate” give re-
spectively the average and maximum recognition rates ob-
tained on the testing set. Finally, column “Max Shift RFR-
base” presents the increase in recognition rate relative to the
reference representation (RFR-base) with the 3� 2 grid.

Results for digits show that the proposed enhancements
to the RFR-base representation are indeed significant at
+1:5% for both the 3 � 2 and 3 � 3 grid sizes, and that
this increase in performance is mainly due to the distance
variables, especially in the case of the higher resolution grid
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Table 2. Experimental results for Unipen DevTest-R02/V02, Section 1a (isolated digits).
Representation Grid Feature Hidden Mean Rec. Max Rec. Max Shift

Type Size Size Neurons Rate (%) Rate (%) RFR-base

RFR 3� 2 42 50 94.5 94.8 -0.7%
RFR-basea 3� 2 49 60 95.4 95.5 –

3� 3 71 60 96.1 96.2 +0.7%
RFR-base + 3� 2 69 60-70 96.5 96.6 +1.1%
distances (5) 3� 3 91 60-70 96.7 96.8 +1.3%
RFR-base + 3� 2 59 60 96.0 96.2 +0.7%
intersect (5) 3� 3 81 60-70 96.1 96.3 +0.8%
RFR-base + 3� 2 79 60-70 96.9 97.0 +1.5%

dist(5) + inter(5) 3� 3 101 70-80 96.6 97.0 +1.5%

aThe results for RFR-base are very similar to those reported in [5] where an another classifier was used: 95:3% for a 3� 2 grid and 96:1% for a 4� 3

grid (no results were given for the 3� 3 grid in that paper).

Table 3. Experimental results for Unipen DevTest-R02/V02, Section 1c (isolated lower-case).
Representation Grid Feature Hidden Mean Rec. Max Rec. Max Shift

Type Size Size Neurons Rate (%) Rate (%) RFR-base

RFR 3� 2 42 80 77.7 78.0 -2.5%
RFR-base 3� 2 49 80 80.3 80.5 –

3� 3 71 80 83.0 83.1 +2.6%
RFR-base + 3� 2 69 80 83.4 83.5 +3.0%
distances (5) 3� 3 91 80 84.4 84.8 +4.3%
RFR-base + 3� 2 59 80 82.8 82.9 +2.4%
intersect (5) 3� 3 81 80 84.3 84.4 +4.0%
RFR-base + 3� 2 79 80 84.9 85.3 +4.8%

dist(5) + inter(5) 3� 3 101 90 85.6 85.6 +5.1%

(3�3). Also, to the authors knowledge, the obtained recog-
nition rates of up to 97:0% are the highest reported perfor-
mance on Section 1a of Unipen DevTest-R02/V02.

As for isolated lower-case, performance gains are even
higher at 5:1% for Section 1c and 5:9% for Section 3. Of
course, the baseline performance was also much lower, but
the performance increase is nevertheless very much signifi-
cant. Moreover, results show that for lower-case letters, the
gains from both the distance and intersection variables is
around three times those of the densities variables. Also, it
is interesting to note that grid size 3 � 2 is almost as good
as grid 3� 3 when using both the distance and intersection
variables, which is not the case for the reference representa-
tion, nor for the plain RFR representation. Thus, contrary to
our past experience where we used to work with two differ-
ent grid size for digits and lower-case, it seems that we can
now use a common feature space of similar dimension (79
vs 71) to what we were using before for lower-case letters,
and achieve considerably higher performance.

4 Conclusion

This paper has presented some significant improvements
to the RFR-base handwriting representation. We call this
new representation RFR-DI. Recognition rates for digits us-
ing RFR-DI have reach 97.0% which is probably not very
far from what a typical human could achieve on Section 1a
of Unipen DevTest-R02/V02. Indeed, a low scale reading
experiment [5, 9] with humans has resulted with the conclu-
sion that at least 1% of that data set is completely unrecog-
nizable. This leaves a small although very difficult 2% to
reach for!

Recognition rates achieved on isolated lower-case char-
acters are less impressive, being at the 85% level. On the
other hand, we have not seen any published results higher
then these on the same complete DevTest-R02/V02 data
sets. Furthermore, results as high as for digits are most
probably impossible to achieve. The problem with recog-
nition of isolated lower-case script (apart from some very
badly written samples in Unipen) is that without context,
many letter pairs can easily be confused. For example, dot-
less i and l, f and t, n and m, n and r, v and u, y and g,
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Table 4. Experimental results for Unipen DevTest-R02/V02, Section 3 (isolated lower-case in the
context of phrases).

Representation Grid Feature Hidden Mean Rec. Max Rec. Max Shift
Type Size Size Neurons Rate (%) Rate (%) RFR-base

RFR 3� 2 42 55-70 76.8 77.3 -1.2%
3� 3 63 55-75 79.7 79.8 +1.3%

RFR-base 3� 2 49 55-75 78.0 78.5 –
3� 3 71 60-80 81.2 81.3 +2.8%

RFR-base + 3� 2 69 55-75 82.1 82.5 +4.0%
distances (5) 3� 3 91 65-85 82.8 83.3 +4.8%
RFR-base + 3� 2 59 55-70 81.6 81.9 +3.4%
intersect (5) 3� 3 81 60-80 82.9 83.4 +4.9
RFR-base + 3� 2 79 70-85 84.0 84.1 +5.6%

dist(5) + inter(5) 3� 3 101 75-95 84.3 84.4 +5.9%

etc. If we accept the best two hypotheses produced by the
classifier, then the best result on Section 3 leaps by almost
6% to 90:1%, which shows that RFR-DI, although better
than RFR-base, is not quite good enough to disambiguate
the somewhat similar shapes of lower-case scripts.

To surpass the current level of performance, we are cur-
rently investigating ways to achieve what we qualified as
“usually overwhelming” in the introduction: to automati-
cally discover an optimal representation from raw data us-
ing genetic programming techniques [10], given only some
very basic assumptions like curvature and orientation vari-
ables, and regional decomposition. So far, however, we
have not been able to “discover” a better representation than
RFR, although we are very close. For example, our genet-
ically engineered representation has reached the 93% mark
on isolated digits, before leveling off.
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