
Proc. of the Third IWFHR, Bu�alo 1993, pp. 252-261. 1

Allograph Adjacency Constraints for Cursive Script Recognition�

Marc PARIZEAUy and R�ejean PLAMONDONz

printed July 8, 1997

Abstract

This paper de�nes horizontal and vertical adjacency con-

straints between allographs. The constraints are used to

build an allograph segmentation graph containing paths

that represent character strings possibly corresponding to

an unknown cursive word. Allographs are modelled by

fuzzy-shape grammars and are segmented within this cur-

sive word by an adequate parser. Results are given for

multi-writer random letter sequences. For a test database

containing cursive handwriting samples from 10 di�erent

writers, and without using any linguistic knowledge, av-

erage character recognition rates of 84:4% to 91:6% are

obtained depending on whether only the �rst string out-

putted by the system is considered, or if the best of the

top ten is accepted, the recognition system being non per-

sonalized.

1 Introduction

One of the main di�culty associated with cursive

script recognition is the problem of letter segmenta-

tion [1]. Because there is no way, a priori, of determin-

ing unambiguously where each letter starts and ends,

the recognition processes described in the literature

usually incorporate some segmentation scheme that

ultimately leads to several concurrent letter hypothe-

ses. Adjacency constraints can be used to analyse

spatial relationships between these hypotheses and

generate coherent strings [2].
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The adjacency constraints proposed in this paper

have been used in a fuzzy-syntactic approach to allo-

graph modelling for cursive script recognition [2, 3].

The term allograph is used here to designate an in-

trinsic model for a given letter. For example, each

letter of the roman alphabet has at least one lower

and one upper case model. For lower case letters,

there are usually at least two allographs : the con-

ventional cursive letter which is thought in schools1,

and the letter that resembles the printed character

which is sometimes used to write more clearly.

In the above approach, allographs are modelled

with fuzzy-shape grammars that de�ne their morpho-

logical characteristics [5]. A parser is used to identify

(segment) within a set of pattern primitives, those

subsets that respect the fuzzy-constraints of allograph

models. The object of this paper is to present the

next phase of the recognition approach, where seg-

mented allographs, called allograph traces, are anal-

ysed according to horizontal and vertical adjacency

constraints.

The next section describes the general methodology

followed for allograph building and de�nes a generic

representation for allograph traces. Then, Section

3 proceeds with the de�nition of the adjacency con-

straints used for the construction of an allograph seg-

mentation graph. The paths of this graph represent

character strings possibly corresponding to the un-

known cursive word. Experimental results for multi-

writer cursive random letter sequences are presented

in Section 4.

2 Allograph Modelling and Seg-

mentation

Allograph models are constructed in a hierarchical

manner, from handwriting elements that stem from

1Of course, these allographs are more or less conventional in

the sense that they can vary between schoolboards or regions

[4].
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a pragmatic representation of handwriting. This rep-

resentation is an operational model that incorporates

some of the features of a general handwriting seg-

mentation theory [6], while making some pragmatic

simpli�cations [7]. According to this representation,

handwriting components2 are modelled as a sequence

of characteristic points linked together by constant
curvature segments (i.e. circular arcs). A handwrit-

ing element is associated with every characteristic

point and represents a portion of the component that

stretches from the previous characteristic point to the

following one.

An allograph model, or simply an allograph, is the
expression of an ideal concept. In general, it is rep-

resented by a set of symbols de�ned with fuzzy-shape

grammars. A symbol is constructed from other (sim-

pler) symbols or elements. An allograph is thus the

root of a hierarchy of symbols where leaves are ele-

ments.

A trace is an instance of an allograph, as produced

by a writer at a speci�c time. In general, it is com-

posed of a set of curves that are segmented by a parser

for fuzzy-shape grammars. A curve is an assembly of

other (simpler) curves or primitives. A trace is thus

the root of a hierarchy of curves where leaves are prim-

itives.

With shape grammars, symbols are de�ned with a

set of syntactic and semantic attributes used respec-

tively as attachment points for spatial arrangement of

the symbols, and as properties for testing the coher-

ence of these arrangements. The grammars are said

to be \fuzzy" because the applicability conditions of

their production rules are expressed with fuzzy-logic.

For more details about the grammatical formalism

used or about the parsing process that enables the

segmentation of traces, the reader is referred to [5].

Four allograph classes can be de�ned for lower case

letters, depending on whether or not they possess

ascenders and descenders. Figure 1 illustrates the

generic representation adopted for these classes. The

�rst class of allographs possess only a main body but

no ascender nor descender (i.e. letters a, c, e, etc. . . ).

The second class, contains only those letters that pos-

sess a main body and an ascender but no descender

(i.e. letters b, d, h, etc. . . ). For the third class, they

possess a main body and a descender but no ascen-

der (i.e. letters g, j, p, etc. . . ). And for class 4, they

2A handwriting component is de�ned as a portion of the

written trace between a pendown and a penlift [8] (while the

pen is in contact with paper).
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Figure 1: Generic spatial representation of allograph

traces.

possess a main body and both an ascender and a de-

scender (i.e. letter f only).

Allographs are designed in such a way that

each trace is segmented with 4 attachment points

p1(x1; y1), p2(x2; y2), pl(xl; yl) and pu(xu; yu) corre-

sponding respectively to the lower left and upper right

corners of the bounding box enclosing its main body,

and to its lower and upper points. When the allo-

graph doesn't possess an ascender (resp. a descen-

der), point pu (resp. pl) then has the value pu = p2
(resp. pl = p1). The coordinates of these points

are used to specify the adjacency constraints between

pairs of traces.

3 Adjacency Constraints

Two traces are considered adjacent if, and only if,

they respect both a horizontal constraint that mea-

sures the coherence of their horizontal spacing, and a

vertical constraint that measures the quality of their

vertical alignment. These constraints are de�ned and

evaluated using fuzzy-logic [9, 10].

3.1 Horizontal Constraint

Let p
�
1
, p

�
2
, p

�
l , p

�
u denote the attachment points of

trace �, and p�
1
, p�

2
, p�l , p

�
u denote the attachment

points of trace �. Then, the horizontal constraint �h

between � and � is expressed by the following equa-
tion :

�h(�; �)=
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>>:

fh

�
x�
1
�x

�

2

min[x�2�x
�

1
;x�

2
�x�

1 ]

�
if x�1�x

�
2
<0

fh

�
x�
1
�x

�

2

max[y�2�y
�

1
;y�
2
�y�

1 ]

�
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(1)

where fh represents a membership function that de-

�nes a fuzzy-set associated with trace pairs that are
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horizontally adjacent. In other words, function fh
puts a fuzzy-threshold on the horizontal spacing be-

tween the two traces. This threshold is applied on

two di�erent ratios depending on whether the main

bodies of the two traces overlap or not. When they

overlap (x�
1
� x

�
2
< 0), the length of this overlapping,

relative to the width of the thinnest main body, is

used. Otherwise (x�
1
� x

�
2
� 0), the horizontal dis-

tance between the two main bodies, relative to the

highest one, is considered.

3.2 Vertical Constraint

The vertical constraint �v between � and � is ex-

pressed in a similar fashion except that it is divided

in two parts :

�v(�; �) = min

2
6664
fmn
vu

�
y
�

u�y�
u

max[y�u�y
�

1
;y�
u
�y�
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�
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�

l
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l
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�

l
;y�
2
�y�

l
]

�
3
7775 (2)

where m and n correspond respectively to the class

of allograph associated with traces � and �. The �rst

part is concerned with the alignment of the upper

zones of the two traces, while the second part deals

with the alignment of their lower zones. Again, fmn
vu

and fmn
vl represent membership functions of fuzzy-sets

associated respectively to trace pairs that have verti-

cally adjacent upper and lower zones. Three di�erent

functions are used depending to which class, traces �

and � belong. These three functions correspond to

three types of alignment : when the vertical heights

of two main bodies are compared (yu = y2 or yl = y1),

when the vertical heights of two upper or two lower

zones are compared (yu > y2 or yl < y1) and when

the vertical height of a main body is compared with

the vertical height of an upper or lower zone (other-

wise). The corresponding thresholds are thus applied

on the height di�erence of the upper or lower zones of

the two traces, relative to the highest one. The mini-

mum value is retained as the �nal vertical adjacency

membership degree.

3.3 Segmentation Graph

The adjacency relation between pairs of traces can

now be used to create an allograph segmentation

graph. It is expressed by the following expression :

min[�h(�; �); �v(�; �)] > 0() adjacent(�; �) (3)

where �h et �v are de�ned respectively by equations

1 and 2.

The segmentation graph is constituted by a set of

nodes N and a set of arcs A. Each node n 2 N is

de�ned by a couple n = (�; ��) where � represents a

trace and �� its degree of membership3. The degree

of membership �� is a measure of how this particular

trace �ts the allograph model. Let 
 be the set of

traces segmented in a particular cursive word, then

N is de�ned by the following equation :

N = f(�; ��) j � 2 
; �� > 0g (4)

Each arc aij 2 A is de�ned by a triplet aij =

(ni; nj ; !ij) where (ni; nj) 2 N2, i 6= j are two nodes

of the graph and !ij is the weight of the arc, which

measures the adjacency between the nodes :

!ij = min[�h(�; �); �v(�; �)] (5)

with ni = (�; ��) and nj = (�; ��). Then, A is de�ned

by the following equation :

A = f(ni; nj ; !ij) j (ni; nj) 2 N2; i 6= j; wij > 0g (6)

Figure 2 gives an example of a segmentation graph

for cursive word sosie (french for a person's double).

The nodes of N are sorted according to increassing x1
coordinates of their attachment point p1 (i.e. lower

left corner of main body's bounding box) and are

shown along a circle. The left most trace is placed

at angle 0 on this circle. The other nodes are dis-

tributed uniformly counter clockwise. The degree of

membership4 associated to each trace is printed in

parentheses. The superscript number is used to iden-

tify di�erent traces of a same letter. The arcs of the

graph are represented by line segments linking nodes.

Their weights !ij are printed at the center of the cor-

responding segment.

Trace s1 (look at angle 0 on the circle) corresponds

to the �rst letter s of word sosie. The bounding box

around its main body is shown in the upper part of

Figure 2. The next node is trace c1 which corresponds

to the left part of letter o in word sosie. Next node

is trace o1 which corresponds to the letter o of word

sosie. Its bounding box is also shown in the upper

part of Figure 2. Next node is trace s2 which is a

somewhat weak hypothesis of the second letter s. It

is composed of the right part of letter o combined with

3Allographs are modelled by fuzzy-grammars and traces are

thus segmented with a degree of membership to a fuzzy-set

associated with the corresponding allograph [5].
4In fuzzy-logic, degrees of membership are usually speci�ed

in the range [0; 1]. For practical reasons, we have used the range

[0; 100].
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Figure 2: Allograph segmentation graph example.

the letter s. It is a weak hypothesis in the sense that

its membership degree is only 25 out of 100. Next

node is trace s3 which is the correct segmentation of

the second letter s. Its bounding box is also shown

in the �gure. Next node is trace j1 which is a di�er-

ent interpretation of the previous trace. The reader

should notice that because of vertical inconsistency,

this trace is not adjacent to any other trace. Next

node is trace u1 which is a combination of letters i

and e of word sosie. Next node is trace i1 which cor-

responds to letter i of the same word. Again, the

bounding box around its main body is shown in the

upper part of Figure 2. Next node is trace i2 which is

an incorrect, although not in any way absurd, inter-

pretation of letter e of the word. Next node is trace

e1 which corresponds to letter e of word sosie. As

before, its bounding box is shown in the upper part

of the �gure. Finally, the last node is trace l1 which

is another plausible, although vertically inconsistent,

interpretation of letter e. But like for the case of trace

j1, the reader should notice that it isn't adjacent to

any other trace.

3.4 Graph Analysis

A path in the segmentation graph from the node asso-

ciated with trace � to the node associated with trace

�, is de�ned by a sequence of k nodes n1; n2; : : : ; nk
such that n1 = (�; ��), nk = (�; ��) and that ni and

ni+1 are adjacent nodes 8 i 2 f1; : : : ; k � 1g.

A character string can be associated with every

path in the graph. These strings then correspond to
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di�erent, possibly incomplete, interpretations of the

unknown cursive word. Three criteria are used to sort

these interpretations. The �rst concerns the quality

of segmented traces in the path. The higher their

degree of membership, the more likely the interpreta-

tion. The second deals with adjacency between traces.

Again, the higher their adjacency relations are, the

more likely becomes the interpretation. Finally, the

third criterion takes into account the proportion of

primitives associated with the traces in the path, rel-

ative to their total number in the cursive word. Ob-

viously, the greater that proportion is, the more rep-

resentative the resulting path.

These criteria are combined using the following
ranking coe�cient � :

� =
100

�

kX
i=1

card(ni)

"
1

k

kX
i=1

�i +
1

k � 1

k�1X
i=1

!i;i+1

#
(7)

where ni is the i
th node in the path, �i is the degree

of membership for the trace associated with ni, !i;i+1

is the weight associated with arc ai;i+1, � is the to-

tal number of primitives in the unknown cursive word,

and card(ni) represents the number of primitives con-

tained in the trace associated with node ni.

The paths of the graph are explored using a dy-

namic programming algorithm that maximizes �. For

the graph of Figure 2, the �rst six character strings

are listed below with the values obtained by the three

criteria in parentheses :

1: sosie (81,84,97) 2: sosii (81,81,97)

3: sosu (81,77,96) 4: scsie (69,82,97)

5: scsii (69,79,97) 6: scsu (69,74,96)

The �rst number is the term 100

�

Pk
i=1 card(ni), the

second corresponds to the term 1

k

Pk
i=1 �i and the

third to the term 1

k�1

Pk�1
i=1 !i;i+1.

For this example, the right choice is ranked in �rst

place. This is not always the case but one should not

forget the aim of this method : to have the right choice

ranked, for example, in the top ten, knowing that

linguistic knowledge will be needed to disambiguate

otherwise morphologically coherent alternatives.

4 Experimental Results

To evaluate the performance of the adjacency con-

traints presented in this paper, a special test database

of cursive random letter sequences was constructed.

f�
100

0
a� �a a b b+ �b �

Figure 3: Membership function used for �xing fuzzy-

thresholds.

Figure 4: Samples of cursive random letter sequences
found in the test database.

This database was not used in any way for the devel-

oppment of allograph models, nor for �xing the var-

ious parameters associated with each adjacency con-

straint. The membership functions used for �xing

the corresponding fuzzy-thresholds have the general

shape of a trapezoid like the illustration of Figure 3.

Parameters a, b, �a and �b for this membership func-

tion were ajusted for each constraint using a separate

training dataset.

The test database contains 100 cursive random

letter sequences, each written by 10 di�erent writ-

ers. Writers were asked to perform random letter se-

quences instead of dictionary words because it was

planned to compare machine and human reading per-

formance on a common dataset and at the morpho-

logical level only (i.e. without linguistic knowledge)

[3]. Hence, 100 character strings were generated ran-

domly, each containing from 5 to 7 lower case charac-

ters, while respecting the letter frequencies of a 32 000

words french dictionary. Figure 4 gives a few samples

in this database. Writers were instructed to used their

natural, although clean, handwriting.

Handwriting data were digitized using a Pencept

tablet, model Penpad 300, with a sampling frequency

of 100Hz, a resolution of 0:00100 and a precision (as

speci�ed by the manufacturer) of 0:00500.
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Table 1: Recognition rates for cursive random letter sequences (test database), in %.

accepted writer average

ranks #1 #2 #3 #4 #5 #6 #7 #8 #9 #10 rate

1 91.0 91.7 84.5 78.5 92.2 68.2 82.7 75.5 89.6 89.9 84.4

1-2 93.1 95.8 88.9 81.9 94.8 73.4 85.5 80.1 94.1 93.8 88.1

1-3 93.1 96.7 90.5 83.4 95.8 75.2 85.8 83.0 95.3 94.6 89.3

1-5 93.5 97.7 93.1 85.3 95.9 77.5 86.9 85.5 96.1 95.4 90.7

1-10 93.5 98.2 93.8 87.1 96.2 78.6 87.3 88.4 96.7 96.1 91.6

Table 1 gives recognition results for the test data-

base. They are obtained by computing error rates us-

ing the Wagner-Fischer algorithm [11]. The �rst line

of Table 1, gives recognition rates when considering

only the character string ranked �rst by the system.

The other lines of this table enumerate results when

considering respectively the best of the �rst 2, 3, 5

and 10 strings output by the system.

The average recognition rate thus varies from 84:4%

to 91:6% depending on whether only the string ranked

�rst is considered, or if the best of the top 10 strings

is accepted. These performances are juged very good

considering the fact that the recognition system is

truly multi-writer, in the sense that system parame-

ters are the same for all writers, and that no linguistic

knowledge is used for recognition. Furthermore, writ-

ers #6, #8 and #10 were completly unknowned by

the system (no participation in the training datasets).

This might explain in part their somewhat lower per-

formance (especially for writer #6 who uses several

allographs that weren't modelled).

5 Conclusion

This paper has presented adjacency constraints that

can be used to analyse the spatial relationships be-

tween concurrent letter hypotheses. These con-

straints can be applied as long as the segmenta-

tion/recognition method can isolate the bounding box

around the main body of the di�erent hypotheses, and

their upper and lower points. They are then used to

create a segmentation graph from which paths cor-

respond to possible interpretations of the unknown

cursive word.

The mean character recognition rates (from 84:4%

to 91:6%) demonstrate the feasability of recogniz-

ing natural cursive script with adjacency constraints.

Moreover, these results are obtained without the use

of any linguistic knowledge. By integrating, for ex-

ample, information on acceptable n-grammes in the

construction of the segmentation graph, higher recog-

nition rates should be achieved.

The idea of using adjacency constraints for

analysing the relationships between di�erent letter

segmentation hypotheses is attractive for bypassing

the conventionnal ill-posed problem of zone estima-

tion for cursive handwriting. Indeed, because the

frontiers between the three handwriting zones (upper,

middle and lower zones) often uctuate, there is no

global solution to this problem. By using adjacency

constraints, combinations of di�erent hypotheses can

be accepted or rejected with a local criteria.
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