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Abstract
This paper introduces a new fuzzy representation for iso-

lated character description. This representation maps a
character from its original sequence of 2D coordinates into
a fuzzy vector space that can thereafter serve as input to any
artificial neural network classifier. Recognition experiments
on isolated digits extracted from the UNIPEN database are
then conducted to evaluate the performances of the pro-
posed representation using an hybrid Kohonen-Perceptron
(KP) neural network.

1 Introduction
Artificial neural networks are known to be good classi-

fiers [6]. They are thus used more and more frequently for
handwriting recognition problems [1, 3, 9] although, as clas-
sifiers, they are usually restricted to an input vector space
of fixed dimension. Moreover, this important constraint is
usually not respected in commonly used representations for
on-line cursive characters [10], that are most often based on
a sequence of points of variable length.

This paper describes a new representation for on-line
handwritten characters based on fuzzy vectors to represent
a fixed number of regions that can lead to a fixed dimension
input vector space for any type of classifier that requires such
a fixed dimension input vector space. In contrast to other ap-
proaches [1, 3], the resulting fuzzy vector space is of lower
dimensionality.

The organization of the paper is as follows. Section 2
first describes in detail the proposed fuzzy representation.
Then, Section 3 presents briefly the KP neural network used
in the following section to evaluate and compare the perfor-
mance of the proposed representation. Finally, recognition
experiments are conducted in Section 4, on handwritten dig-
its found in the international UNIPEN database [4].

2 Proposed representation
The process starts by segmenting the on-line handwriting

into a sequence of elementary “strokes” corresponding to cir-
cular arcs. The algorithm used was described recently by Li
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Figure 1. a) 3 digits; b) their stroke reconstruction.
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Figure 2. a) SetsH,V,O+ andO� for parameter�;
b)R,C+ andC� for parameterc.

& al. [8]. Figure 1 gives some examples of isolated digits
with their stroke reconstruction.

More formally, a characterC is thus a sequence of strokes
C = s1; s2; : : : ; sq , where any strokes = (p0; p1; l; c) is a
circular arc described by four parameters:p0 andp1 are re-
spectively the starting and ending points of the arc,l is its
curvilinear length, andc its curvature. Another useful stroke
parameter is the orientation angle� of vector(p0; p1).

2.1 Fuzzy vector space
The next step of the process is to decomposed the char-

acter into a fixed number of (possibly overlapping) regions.
For each of these regions, a fuzzy vector is then extracted
through fuzzyfication of all strokes found in that region. The
complete fuzzy vector space is finally constructed by simple
concatenation of regional fuzzy vectors.

The strokes are fuzzyfied using the fuzzy sets shown in
Figure 2. The four fuzzy sets defined in Figure 2a) are used
to fuzzify the orientation angle� 2 [�180; 180], whereas the
three fuzzy sets in Figure 2b) are used for the fuzzification of



S1: Fit characterC into an�m rectangular gridG.

S2: For eachgi;j 2 G, 1 � i � n; 1 � j � m, determine the
set of crossing strokesSi;j = fsjs 2 gi;jg

a. For all strokes
s 2 Si;j , form the fuzzy vectores:
<�H(�); �V(�); �O+(�); �O�(�); �R(c); �C+(c); �C�(c)>
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�F(�s) if F2fH;V;O+;O�g

max
s2Si;j

�F(cs) if F2fR;C+;C�g

S4: Construct fuzzy representationeC by concatenation of allegi;j .

aA strokes belongs to regiongi;j if s crossesgi;j , i.e. if s is completely
included ingi;j or if at least one edge ofgi;j is crossed bys.

Figure 3. Basic fuzzy representation algorithm.

curvaturec 2 [�1;1]. Therefore, in regard to a specific re-
gion, a stroke can be considered more or less horizontal (H),
vertical (V), oblique with a positive slope (O+), or oblique
with a negative slope (O�) depending on the stroke orien-
tation�. Similarely, a stroke can be more or less rectilinear
(R), have a positive curvature (C+) or a negative curvature
(C�). The overlapping between adjacent fuzzy sets in Fig-
ure 2 implies that a stroke may belong to two distinct fuzzy
sets. For example, a stroke such that15 � � � 30 is consid-
ered both horizontal and oblique with a positive slope. And
since only one fuzzy vector is associated to each region of a
character, we deal with the occurrence of several strokes in a
same region by considering the maximum grade of member-
ship in each fuzzy set. This is useful to reveal the occurrence
of several strokes having different orientation and curvature
values in a region. Figure 3 gives a step by step description
of the basic fuzzification process.

2.2 Regional sub-stroke decomposition
One problem with the previous basic representation is that

stroke orientation is global and thus does not give precise in-
formation about the local orientation of strokes within each
region. A first refinement to the representation is called sub-
stroke decomposition because each strokesk is decomposed
in as many sub-strokesi;jk as there are fuzzy regions crossed
by sk. Figure 4 illustrates this idea with the sub-stroke de-
composition of a ‘9’ digit.

2.3 Regional length normalization
The next refinement of the representation is to take into

account the length of strokes. Instead of fuzzyfying the
length of strokes (� andc are not related to scale) and thus
add several dimensions to the representation (i.e. each ad-
ditionnal fuzzy set addsn �m dimensions), we propose to
apply a weight factorws on each fuzzified strokees such thates 0 = wses. In practice, the ratiows = ls=ld wherels is the
arc length ofs and ld is the diagonal length of the region
works well.
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Figure 4. a) Regional sub-stroke decomposition; b)
resulting fuzzy representation.

2.4 Global characteristics
The last refinement is to introduce global characteristics

into the representation in order to better discriminate similar
symbols. Specifically, two types of global characteristics are
included into the final representation: relative horizontal and
vertical densities, and height over width character ratio.

3 KP neural network
In order to evaluate the performance of the proposed fuzzy

representations, recognition experiments on isolated digits
were conducted using a hybrid Kohonen-Perceptron (KP)
network [2]. The KP network combines a Kohonen self-
organizing feature map [7] (the K-net) with a multilayer
feedforward Perceptron network [5] (the P-net).

The purpose of this network collaboration is to benefit
from the well-known modeling capacities of the K-net to
help determine which cluster (group of neurons) of the P-net
must contribute more than others when producing the KP-net
outputs. Thus, when operating in recognition mode, an input
vector is first presented to the K-net which calculates for each
of its neurons a contribution value based on the Euclidean
distance between the input exemplar and the neuron weight
vectors. All these neuronal contributions are then passed on
to the P-net which uses them to balance the activation signals
of the output neurons.

In learning mode, the K-net and the P-net can be trained
separately, starting with the K-net. Training algorithms are
Kohonen’s algorithm for the K-net and a modified back-
propagation algorithm for the P-net. Note that the K-net
must be trained first since its neuronal contributions are used
by the P-net for propagating the input vector and then for
back-propagating the output errors. The back-propagation
algorithm is modified to take into account the neuronal con-
tributions while adapting neuron weight vectors of the P-net.

4 Experimental results
Experimental results on UNIPEN [4] isolated digits (0-9)

are now presented. Section 1a of UNIPEN Train-R01/V07
(15953 digits) made up the training data set, while Section
1a of UNIPEN DevTest-R02/V02 (8598 digits) formed the
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Table 1. Results for the testing data set. Recogni-
tion rates are given in percentage according to best of
first (1-h), second (2-h) and third (3-h) hypotheses. Di-
mensionality of representation (Dim), number of train-
ing epochs for P-net (Epoch), and resulting root mean
square error (RMS) are also given.

Repr. Grid Dim Epoch RMS 1-h 2-h 3-h

8�6 48 400 0.07 89.5 94.7 96.2
Bin 10�8 80 400 0.07 89.1 94.2 95.9

14�10 140 300 0.06 88.8 93.5 95.5

Basic 3�2 42 300 0.07 90.6 95.7 97.2
R2 3�2 42 400 0.06 91.6 96.0 97.3
R3 3�2 42 300 0.05 94.6 97.3 98.1

3�2 49 600 0.04 95.3 97.9 98.6
Final 4�3 93 300 0.04 96.1 98.2 99.1

5�4 151 300 0.04 96.3 98.4 99.0

testing data set. The reader should note that, except for some
empty segments, none of the digits found in these databases
were removed, even though many of them are either misla-
beled or very badly written.

Recognition rates on the test data set using various repre-
sentations are given in Table 1. TheBin representation corre-
sponds to a binary pixel matrix indicating whether the char-
acter drawing crosses or not the pixel. This representation is
used as a performance reference. TheBasicrepresentation is
the initial proposition described in section 2.1, whereas rep-
resentationsR2andR3integrate respectively the refinements
of Sections 2.2 (sub-stroke decomposition) and 2.3 (length
normalization). TheFinal representation integrates all re-
finements. For all recognition experiments, the same KP net-
work structure was used (i.e. a15� 15 Kohonen map linked
with a k � 225 � 10 multilayer Perceptron;k being the di-
mensionality of the representation). In all recognition experi-
ments, the K-net was trained using the same parameters. The
parameters of the P-net were also fixed except for the num-
ber of training epochs in order to avoid over-training. For
testing, an input exemplar is said to be recognized accord-
ing to the best hypothesis (1-h) if the maximum argument of
its observed outputs matches with the maximum argument
of its desired outputs. If the match rather coincides with the
second or third maximum value, then the digit is said to be
recognized according to second or third best hypotheses (2-h
or 3-h).

Results given in Table 1 clearly indicate that the combi-
nation of various levels of analysis improves the fuzzy rep-
resentation. Indeed, for the best hypothesis, the recognition
rate obtained with theFinal 3�2 representation is4:5% over
the recognition rate obtained with theBasicrepresentation,
and almost6% over the rate obtained with the8�6 Binary
representation. Furthermore, if one considers the top three
hypotheses, results as high as99:1% can be obtained.

Finally, in order to evaluate how much these results could
still be improved upon, we conducted a reading experiment
with 10 human subjects. They were presented in random
order the digits that were not correctly recognized (1-h) by
our network, and were asked to classify them knowing that
they were digits. On average, these humans commited27:3%
of error which corresponds to around2:7% of possible im-
provements over our best result. But of course, there is no
guarantee what so ever that our human subjects could recog-
nize perfectly all the digits that our network recognized, thus
these2:7% of improvements are only hypothetical!

5 Conclusion
This paper has introduced an algorithm for extracting a

new fuzzy representation for isolated characters recognition.
This representation has been shown to give excellent results
(up to 96:1% for first choice; and up to99:1% for top-
three choices) on handwritten digits extracted from the in-
ternational UNIPEN database of on-line handwriting. These
results were obtained using an hybrid Kohonen-Perceptron
neural network as classifier.
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