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Abstract

This paper presents a hidden Markov model (HMM)
based approach to on-line handwritten digit recognition us-
ing stroke sequences. In this approach, a character instance
is represented by a sequence of symbolic strokes, and the
representation is obtained by component segmentation and
stroke classification. The component segmentation is based
on the delta lognormal model of handwriting generation.
The symbolic strokes are used for HMM multiple observa-
tion training or recognition. A training and recognition
experiment has been conducted using the above techniques.

1. Introduction

On-line handwriting recognition is an area of active re-
search that aims at providing a dynamic means of commu-
nication with computers through a digitizing tablet and an
electronic pen [9]. On-line handwritten scripts captured by
the digitizing tablet consist of sequences of components that
are pen-tip traces from pen-down to pen-up positions. As
the shape of a script depends on pen-tip traces, many re-
searchers use equally distributed points along components
to characterize a script [1, 9], while others use characteristic
points to segment a script into basic elements [4, 5]. This pa-
per presents an HMM based approach to on-linehandwritten
digit recognition using stroke sequences. In this approach, a
character instance is represented by a sequence of symbolic
strokes, and the representation is obtained by component
segmentation and stroke classification. The component seg-
mentation is based on the delta lognormal model of hand-
writing generation [6, 7]. And the symbolic strokes are used
for HMM multiple observation training or recognition. The
details of these techniques and the experimental results on
handwritten digits are given in the following sections.

2. Model based segmentation and stroke classi-
fication

2.1. Model based segmentation

The kinematic theory is a powerful method for analyzing
rapid human movements [6, 7]. It describes a neuromuscular
synergy involved in the production of these movements in
terms of the agonist and antagonist systems [6]. With respect
to handwriting generation, a simple stroke is controlled by
a velocity vector:

v̄(t � t0) =< v�(t); �(t) >; t0 � t (1)

wherev�(t) is the magnitude and�(t) is the angular direction
of the velocity such that
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where�0 is the initial angular direction,c0 is a constant
representing the curvature of the stroke, and
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is a lognormal function. In the above equations,t0 rep-
resents the activation time,D1 andD2 are the amplitude
of the impulse commands,�1 and�2 are the log-time de-
lays,�1 and�2 are the log-response time of the agonist and
antagonist systems, respectively.

From the above definition, it readily follows that given
v�(t), the shape of a stroke image is an arc. Further-
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movement of a component is the vectorial summation of the
n strokes in the time domain:

v̄(t) =
nX

i=1

v̄(i)(t � t
(i)
0 ) (4)

Theoretically, in the above summation,each stroke in the
sequence has an effect on all subsequent strokes. Since then

strokes are superimposed on one another, it is very difficult
to recover them given only ¯v(t). However, in practice,
using the extrema of the static curvaturec = d�=d�, we can
segment the trace of a component into a sequence of static
strokes (arcs) in the spatial domain instead of in the time
domain. The details of the above technique can be found
in [4]. Figure 1 shows examples of segmentation using this
technique.

Figure 1. Extrema of curvature and inflection
point

After component segmentation, strokes contained in a
character can be classified into symbol categories.

2.2. Stroke classification
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Figure 2. Using zones and regions for symbol
generation

Although handwriting signals are sequential signals, any
handwritten character has a 2D shape which depends on the
positions of individual components on the X-Y plane. To
incorporate the positional information and produce appro-
priate symbols for HMM training and recognition, we center
a character instance within a box and divide the box into dif-
ferent zones or regions (see Figure 2). Then we associate
66 symbols with 3 zones, 96 symbols with 6 regions, and
225 symbols with 9 regions using not only the location but
also the curvature information of a stroke. In this manner,
we can classify a stroke into a symbol category.

3. HMM Multiple Observation Training

Hidden Markov models have been successfully used in
speech recognition since the 1980s [3, 8]. In recent years
they have also been applied to on-line handwriting recogni-
tion [1, 2]. In this application, we use the left-right models
to represent on-line handwritten character classes.

Let S = fS1; S2; � � � ; SNg be a set of hidden states and
V = fv1; v2; � � � ; vMg be a set of observation symbols.
Then a hidden state sequenceQ = q1q2 � � �qT has its ele-
ments inS and acorresponding observationO = o1o2 � � �oT
has its elements inV . Denote an HMM as� = (A;B; �)
whereA = faijj1 � i; j � Ng is the state transition dis-
tribution matrix,B = fbj(k)j1 � j � N; 1 � k � Mg is
the symbol emission distribution matrix, and� = f�ij1 �
i � Ng is the initial state distribution matrix. Given a set of
observationsO = fO(1); O(2); � � � ; O(K)g from a character
class, we use Levinson’s equations [3] for HMM multiple
observation training:
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where�(k)t (i; j) is the joint event and(k)t (i) is the the state
variable [3, 8] associated with thekth observation.

4. Training and Recognition Experiment

4.1. Data set

The data set involvedhere was unipen1a, which was from
train r01 v0, the fifth release of the international UNIPEN
training data sets. This data set contained 6519 digits (0-9)
and there were different writing styles ineach digit class.
In this experiment, about half of the data ofeach character
class was randomly chosen for model training, and the other
half was used for model testing.

4.2. Data preprocessing and observation extraction

We used the techniques described in [4] to segment com-
ponents of character instances into strokes. Strokes were
then classified into corresponding symbol categories.



4.3. Model training

In this experiment, with respect to each zone-region rep-
resentation method (see Figure 2), we used just one left-right
HMM per digit class. The number of training samples per
class was 300, and the number of hidden states in all HMMs
was fixed atN = 6. The convergence of the trainingprocess
was judged by a small threshold� = 0:00001.

4.4. Digit recognition

We performed character recognition using the following
steps and rules:

1. Given an observationO from the testing data,
P (Oj�i), i = 0; 1; � � � ; 9 are evaluated, where�i are well
trained HMMs corresponding to digit classes.

2. If Pi � P (Oj�i) wherePi is a threshold, then�i
will enter the competition; otherwise, it will be eliminated.
All P (Oj�i) that pass their thresholds then are sorted in the
order of highest probability first.

3. SupposeO is from classj. If P (Oj�i) < Pi, i =
0; 1; � � � ; 9, then we sayO is rejected. In other cases, if
P (Oj�j) = maxifP (Oj�i)g, then we sayO is recognized;
otherwise, we say it is substituted (confused). Furthermore,
if O is not rejected andP (Oj�j) is among the top-three
probabilities infP (Oj�i)j1 � i � ng, then we sayO is
top-three hitted.

The digit recognition results using different number of
symbol categories are summarized in Table 1. The total
number of testing digits was 3126. From Table 1, one can
see that using different number of symbol categories, the
recognition rate varied from 89.1% to 92.0%, the substitu-
tion rate varied from 2.8% to 8.5%, the rejection rate varied
from 2.4% to 5.3%, and the top-three hit rate varied from
94.4% to 97.0%.

cat. recognition substitution rejection top-three hit

66 89.1% 8.5% 2.4% 97.0%
96 92.0% 4.1% 3.9% 95.8%
225 91.8% 2.8% 5.3% 94.4%

Table 1. (OK+GOOD) Digit recognition: 3126
testing digits

5. Conclusions

A hidden Markov model based approach to on-line hand-
written digit recognition has been presented. In this ap-
proach, a character instance is represented by a sequence of

symbolic strokes, and the representation is obtained by com-
ponent segmentation and stroke classification. The compo-
nent segmentation is based on the delta lognormal model
of handwritting generation [6], and the resulted strokes are
classified into symbol categories for HMM multiple obser-
vation training or recognition. An on-line recognition ex-
periment on digit data has been conducted using the above
techniques. The results have shown that this HMM based
approach using stroke sequences is robust in that that a single
HMM can adapt to different writing styles through multiple
observation training. This important feature is very useful
in on-line handwritten character recognition.
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