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Laval University, Québec, QC, Canada, G1K 7P4

Received: date / Revised version: date

Abstract This paper presents a new stereo sensor for
active vision. Its cameras are mounted on two indepen-
dent 2-DOF manipulators, themselves mounted on two
translation stages. The system is designed for fast and
accurate dynamical adjustments of gaze, vergence, and
baseline. A complete description of its software and hard-
ware components is given, including a detailed discussion
of its calibration procedure. The performance of the sen-
sor with respect to dynamical properties and measure-
ment accuracy is also demonstrated through both simu-
lations and experiments.

1 Introduction

Stereopsis is the task of combining the information con-
tained in pictures of a scene obtained from two (or more)
different viewpoints. Combining image information al-
lows depth to be recovered by detecting the same fea-
tures of a scene in both images and using projective
geometry. Depth information, also called range data, is
useful in numerous tasks such as scene modelling, object
recognition, photogrammetry, collision avoidance in mo-
bile robotics, etc. Stereopsis and, more generally stereo-
vision, has been the object of intense research efforts in
the fields of perception, psychology, computer vision and
robotics. First because it is the approach that has been
chosen by nature for depth measurement in many species
of animals; stereovision is thus a challenging research
field per se. Secondly, on a more practical side, stereovi-
sion does not require an external light source, such as a
laser. It is thus well adapted to military applications or
applications for which the use of a laser source could be
harmful to humans or other living creatures. However,
stereovision systems face a serious problem known as the
matching problem: even though matching is performed
so effortlessly by humans, it is a difficult and time con-
suming task for artificial vision systems to match scene
features in a pair of images. Despite this fact, artificial

stereovision systems have been widely used as visual in-
put devices for autonomous vehicle guidance [BFZ93,
DL01,LJM01,MLG00,Mor96].

In the early stages of computer vision research, some
researchers realized that, for many tasks, the vision pro-
cess could be greatly simplified or improved with the
use of versatile sensors [Baj88,AWB88,KFS88,Bal91]. A
versatile sensor is one that allows for reconfiguring itself
dynamically in order to actively explore a scene, react to
a change in the environment or track a moving target in
real time. Such tasks are commonly referred to as Active
Vision.

Even though it is not a mandatory requirement, a
versatile system should also be biologically inspired and
allow eye motions similar to those found in biological
vision systems. This is because living creatures are par-
ticularly well adapted to the complex real-world envi-
ronment. As a matter of fact, most authors attempt to
design active vision systems that match as much as pos-
sible the characteristics of the human vision system. The
most desirable characteristics are (i) flexibility, allowing
the system to explore its surrounding environment in the
most efficient way, (ii) good dynamical performances,
for fast reaction to environment changes and high speed
tracking, (iii) compactness, for easy integration in space-
limited systems such as mobile robots, and (iv) high ac-
curacy, to gather 3D information of the environment by
stereopsis.

In this context, the KTH robotic head developed by
Pahlavan et al. [PE92] is one of the first active vision sys-
tems providing a reasonable amount of performance and
accuracy for some active vision tasks (references to ear-
lier actives vision systems can be found in [PE92,MJT93,
WFRL93]). Biologically inspired, KTH is aimed at repli-
cating the performances of the human visual system in a
compact design. With 13 DOF, it is flexible as well. Each
of the two cameras can be oriented independently along
2 DOF (pan/tilt). The distance between them, called
the baseline, can also be adjusted. The whole system is
mounted on a 2 DOF neck performing pan/tilt move-
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ments. On both cameras, the zoom, focus and aperture
are adjustable. KTH has been tested with tracking al-
gorithms involving neck/eyes coordination. With neck
and eyes axes running at the same time, the cameras
can reach 180◦/s, which is far from the performances of
the human eyes (capable of saccadic movements up to
900◦/s [KSJ91]).

TRISH developed by Tsotsos et al. is another robotic
head of interest [MJT93]. As the primary sensor of PLAY-
BOT, a robotic system providing help to disabled chil-
dren, TRISH aimed at mimicking the human visual sys-
tem capabilities and producing valuable 3D data by stere-
opsis [TVD+98]. In order to gain on accuracy, the num-
ber of DOF has been limited to 7. Each camera has
independent control on tilt (±45◦, 54◦/s), pan (±80◦,
54◦/s), and torsion (also called swing). The head sup-
porting the eyes allows for panning of the stereo pair.
Torsion movement on each camera has been introduced
to reduce the computation time of the stereo match-
ing task. Nevertheless, Tsotsos et al. concluded that the
mechanical accuracy needed to obtain valuable 3D data
cannot be obtained at reasonable cost.

Despite the conclusion of Tsotsos et al., many re-
search groups pursued the accuracy objective in their
design of a high performance flexible and compact ac-
tive sensor. A good example is the Yorick series. They
have 4 DOF : common pan and tilt axes and two inde-
pendent vergence axes. The baseline varies from 11 cm
to 55 cm, depending on the model. The most compact
one can perform panning (±118◦), tilt (±45◦) and ver-
gence (±14◦) at 425◦/s, 680◦/s and 560◦/s respectively
[SMMB98]. Reducing the number of DOF leads to more
compact design, higher speed and greater accuracy while
being flexible enough for most active vision applications.

Another example of an active head that benefits from
having a small number of DOF is TRICLOPS [WFRL93].
It has 4 DOF configured in the same way as those of the
Yorick heads: common pan and tilt axes and two inde-
pendent vergence axes. However, all of its DOF are di-
rectly driven. Direct drive systems avoid the use of gear-
box and generally lead to greater accelerations and bet-
ter accuracy. Accordingly, TRICLOPS have dynamical
characteristics comparable to those of the human visual
system. Pan (±96◦), tilt (28◦ up; 65◦ down) and vergence
(±44◦) axes can reach 660◦/s, 1000◦/s and 1830◦/s re-
spectively. A special feature of TRICLOP is a fixed cam-
era situated in-between its two mobiles cameras. With a
larger field of view, it is intended to provide peripheral
vision to the system.

The most recently reported active vision systems are
CeDAR and BMC heads. The CeDAR head [TARZ00,
DZ04] has 3 DOF: a common tilt axis and two inde-
pendent vergence axes. As compared to the other active
heads, CeDAR has the particularity that all of its DOF
are cable driven by motors located on its base. As a re-
sult, the tilt motor does not have to carry the load of the
motors of the vergence axes and the backlash problems

related to the use of a gearbox transmission are avoided.
This design allows for good dynamical characteristics:
600◦/s on a 90◦ range for tilt axis and 800◦/s on a 90◦

range for vergence axes.
Finally, the active stereo head of the Bio-Mimetic

Control Research Center [NFM+04] is performance ori-
ented. This heavy-weight 6 DOF (two pan/tilt cameras
mounted on a pan/tilt neck) can perform high speed
camera movements. The cameras can reach 30000◦/s on
both pan and tilt axes within a range of 60◦ while the
neck axes can be driven at 600◦/s within a range of 180◦

for the pan axis and 60◦ for the tilt axis. This active
stereo head has been built to test tracking algorithms
based on a fast vision control loop running at 1kHz.

This paper presents a new versatile stereo system,
called the Agile Stereo Pair (ASP), for active vision ap-
plications. The ASP, which implements motion similar to
the human eye, is characterized by its mechanical design
based on two compact 2-DOF parallel orientation mech-
anisms. It has the advantage of being both compact and
lightweight, while offering high dynamic performances
and good accuracy. Moreover, it can be reproduced at
low cost since it is composed of few mechanical parts,
and high performances are achieved with low cost DC
motors. The two orientation mechanisms are indepen-
dent so they can be integrated in a system in any conve-
nient way. In this paper, we present the ASP with both
eyes mounted on accurate linear translation stages. This
configuration allows for real-time baseline adjustment of
the stereo head.

In addition to the detailed description of the ASP, the
main contribution of this paper is to provide a calibra-
tion procedure for the new sensor along with experimen-
tal results on 3D measurements. Apart from trying to
replicate the binocular configuration of the human vision
system, the second camera of stereo systems has no other
practical purpose than to compute depth measurements.
It is thus worthwhile to note that very few 3D results are
given in the literature for active vision systems. Shih et
al. [SHL98] do provide a complete calibration procedure,
but results are expressed in terms of the epipolar con-
straint. No metric measurements are given. In Crowley
et al. [CBM93], a technique is described where extrin-
sic parameters are kept calibrated by tracking a group
of points in the scene, but these points must remain in
the field of view at all times. Some 3D reconstruction
errors are given, but they do not give information about
the sensor accuracy over its full operating range without
the presence of these calibration points. In Beymer et
al. [BF03], a stereo pair is used to position the gaze of
a person on a monitor. Results which only provide final
gaze positions in pixels do not give any indication on
the 3D accuracy of the sensor. Others limit their results
to mechanical angular precision. This lack of clear and
comparable metric 3D measurements can be explained
in two ways. First, many active systems are based on
mechanisms that are simply too inaccurate to permit 3D
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Fig. 1 Overview of the Agile Stereo Pair System.

computations. Second, existing metric calibration meth-
ods are not well adapted for active systems. In this paper
we provide both a unified calibration procedure, and 3D
metric results for the ASP.

The rest of the paper is structured as follows. Sec-
tion 2 presents an overview of the complete system. Each
system component is then described in the following sec-
tions. Section 3 presents the geometry of the ASP, while
Section 4 describes the cameras that are used in the ASP.
The procedure that was designed and implemented for
calibrating the stereo pair is presented in Section 5. The
dynamic performances of the ASP along with its mea-
surement accuracy are presented in Section 6. Finally,
Section 7 concludes with some discussion on future work
and applications.

2 Overview of the Agile Stereo Pair

Figure 1 shows a diagram of the main building blocks of
the Agile Stereo Pair system. The main component of the
system is the Fast Dual Tilt-Pan Rotation Mechanism
that is used for orienting a pair of miniature cameras.
This mechanism is controlled by the Real-Time Tilt-
Pan Control Unit which receives its commands through
a serial link from the Frame Grabbing and Image Pro-
cessing Unit. The Baseline Adjustment Unit allows real-
time baseline adjustment. The Real-Time Stereo Base-
line Adjustment Control Unit accepts commands from
the Frame Grabbing and Image Processing Unit and
sends the required signals to the Baseline Adjustment
Unit. In addition to being the master component of the
system, the Frame Grabbing and Image Processing Unit
is used for calibrating the system and for computing
the 3D coordinates from stereo images acquired by the
miniature cameras. Except for the Tilt-Pan Rotation
Mechanism, the system is composed of off-the-shelf com-
ponents.

3 Geometry of the Agile Stereo Pair (ASP)

Figure 2a shows a schematic representation of the 2-DOF
mechanism for the right eye of the Agile Stereo Pair

(one half of the Fast Dual Tilt-Pan Rotation mechanism
of Figure 1). It is based on a previous 3-DOF design
(tilt, pan, torsion) developed by Gosselin et al. [GSP97].
The 2-DOF design consists of a 5R closed-loop spherical
mechanism in which the axes of all 5 revolute joints in-
tersect at one common point [GC99,Car97]. Moreover,
the angle between any two neighbouring joints is equal to
90◦. The mechanism has 2 DOF, thereby providing the
ability to point the axis of the camera in any direction,
within the physical system limits. Therefore, the camera
undergoes pure rotations with respect to its principal
point, located at the intersection of the 5 revolute joints
of the mechanism. The angular span is ±40◦ in azimuth
(pan) and ±40◦ in elevation (tilt)1 with an angular reso-
lution of 0.18◦ for each axis. Each axis is directly driven
by a 24 volt DC motor. The angular resolution is lim-
ited only by the position encoders mounted on the actual
setup since no gearbox is used between the axes and the
motors. The mechanism for the left eye is a mirror image
of the right eye allowing perfect enantiomorphism of the
stereo pair.

Figure 2b shows the CAD model of the actual me-
chanical assembly, and Figure 2c shows an exploded view
of the mechanism with all of its parts except the mo-
tors. Figure 2d shows the complete system assembly for
the right eye (approximate dimensions of the bounding
box are height = 20 cm, width = 20.5 cm, depth = 8
cm), and Figure 2e shows the complete stereo pair where
each 2-DOF mechanism is mounted on an optional linear
translation stage (Newport MTM250OCC1 stage) with
25 cm range (the Baseline Adjustment Unit in Figure 1).
Mounting the left and right eye translation stages side
by side allows a dynamic adjustment of the baseline in
the 5 to 55 cm range.

An important feature of the 2-DOF mechanisms of
the ASP is their parallel design. Parallel mechanisms are
characterized by the fact that the end-effector (the cam-
era holder in the present case) is connected to the base
via one or more closed kinematic chain(s) and that all
the actuators can be located on the base. As opposed
to serial mechanisms, for which the actuator at one of
the DOF joints must move the actuators of the following
DOF up to the end effector, parallel mechanisms lead to
very good dynamic properties since the inertia of the
moving parts is considerably reduced. Moreover, closed
kinematic chains lead to high stiffness mechanisms and
great precision of movements. This is explained by the
fact that the mechanism is constrained on two points for
each kinematic chain. This results in an assembly that
cannot deviate from its intended configurations, within
the machining tolerances of the parts. Also, any mis-
alignment in the assembly would result in a complete
deadlock of the mechanism. For the particular case of

1 The actual full angular span is ±45◦ but it is limited to
±40◦ by the control software in order to avoid the occurrence
of overshoots that could damage the mechanisms.
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Fig. 2 Agile Stereo Pair: (a) Schematic model of the 2-DOF mechanism for the right eye of the ASP; (b) CAD model of the
mechanism; (c) exploded view of the components; (d) photograph of the complete system for the right eye; (e) photograph of
the stereo pair with baseline ajustment.

the 2-DOF mechanisms of the ASP and as mentioned
above, all rotation axes of the joints on the unique closed
kinematic chain are constrained to meet at a common
point (the rotation center). From the properties of over-
constrained closed kinematic chains, it can be assumed
that pure rotation movements are performed whenever
the system is able to move freely.

4 Sensing Devices of the ASP

The camera holder (see Figure 2c) accepts Toshiba SM-
43H lipstick color video CCD-cameras (768 x 494 pixel
matrix, 7 mm in diameter). This assembly is shown in
Figure 3. The holder is designed to limit the perturba-
tions caused by the camera cable on the motion of the
axes. In the current design, the mass of the camera is
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Fig. 3 Close up view of the two eyes showing the lipstick
cameras.

negligible (9 g) with respect to the other components of
the ASP. The NTSC video signal of each camera is fed
to a Matrox Meteor II frame grabber mounted in the
Frame Grabbing and Image Processing Unit (see Figure
1). The frame grabber produces 640 x 480 pixel color
matrices (RGB).

5 Calibration of the ASP

As pointed out in the introduction, the main practical
purpose of a second camera in an active vision system
is to gather 3D information from the environment by
stereopsis. 3D measurements can be obtained only if the
relative pose (position and orientation) of the two cam-
eras is known. With an active stereo sensor, this infor-
mation is difficult to obtain since both cameras move in-
dependently. One possible solution is to use correspond-
ing points in the two images, taken at a given time, to
recover the epipolar geometry of the cameras. Provided
that the constant intrinsic parameters of the cameras are
known (either trough usual calibration or self-calibration
techniques [Hem03,MF92]), this allows to recover the
3D structure of the scene up to an unknown scale fac-
tor [FL01]. The scale factor ambiguity comes from the
fact that the epipolar geometry does not encode all of
the information about the pose of the cameras. Another
drawback of this approach is that it relies on the ability
to find a sufficient large number of corresponding points
between the two images, making it computationally in-
tensive. Moreover, the quality of the result will depend
on the distribution of the matched points in the scene,
and on the accuracy of their localization in the images.
Nevertheless, this approach has the advantage of pro-
viding a new (partial) calibration of the active sensor
whenever it is needed using only the information con-
tained in the images.

Because we seek full metric reconstruction of the
scene, however, the exact pose of the cameras is required.
With a carefully calibrated geometric model of the ac-
tive sensor, the pose of the cameras can be computed
in real-time from positional encoder readings. The accu-
racy of the resulting 3D measurements will then depend
on the calibrated parameters, and on the precision of the

mechanism. But since parallel mechanisms are capable of
highly predictable rotational movements, the ASP opens
the door to full metric measurements. In this section, we
present a calibration procedure that was developed to in-
vestigate the possibility of producing valuable 3D data
with active stereo sensors. The technique is designed to
be the best compromise with respect to simplicity, ro-
bustness and accuracy. It is based on well-established,
state-of-the-art calibration techniques for stereo vision.
Even though it as been designed for the ASP, it can be
adapted to other active sensors.

Sections 5.1 and 5.2 first present the geometric model
adopted for describing the ASP. The detailed description
of the calibration procedure is presented in Sections 5.3
to 5.6. Each step of the procedure is validated through
experimental tests.

5.1 Geometric model

When the ASP is configured for dynamic baseline ad-
justment, its geometric model has 38 parameters. Table 1
lists the model elements that need to be calibrated along
with the number of parameters defining each model el-
ement. Figure 4 shows a front view of the ASP with
the coordinate reference frames describing the geomet-
ric model. Three reference frames are used for each eye.
Frame ORi (where i = r for the right eye and l for the
left eye) is the base reference frame of each eye. It is a
fixed cartesian reference frame with its origin being lo-
cated at the intersection point between the two rotation
axes of the mechanism. The X and Y axes of this frame
correspond to the pan and tilt axes of the mechanism.
The Z axis is directed toward the direction of observa-
tion. We refer to ORi

as the robot reference frame. Frame
OMi

, called the manipulator reference frame, is a mobile
cartesian reference frame that refers to the holder of the
camera. It can be translated by the linear translation
stage (in a direction parallel to vector Li) and rotated
by the motors with respect to the tilt and pan axes of
each mechanism. At startup, it is perfectly aligned with
the robot frame ORi

. Finally, OCi
, the camera reference

frame, is a cartesian frame attached to the camera ac-
cording to the camera model described in Section 5.2.

In the geometric model, relations between reference
frames are given using frame transformations. A frame
transform is a 4x4 matrix (homogeneous coordinates)
expressed as EAB which gives the pose (position and
orientation) of frame B with respect to frame A. Equiv-
alently, we can use EAB to transform the coordinates of
points in frame B to their corresponding coordinates in
frame A. Frame transforms are composed of a rotation
followed by a translation (pre-multiplication):

EAB = TABRAB (1)

Matrix ERiMi
, which defines the pose of the manip-

ulator reference frame, OMi , with respect to the robot
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Table 1 List of parameters used to describe the stereo pair.

Model Element Number of Number of Total number
parameters instances of parameters

Intrinsic parameters of the camera
model

7 2 14

Pose of the left eye w/r to the right
eye (ERrRl transform)

6 1 6

Pose of the camera inside it’s holder
(EMiCi transform)

6 2 12

Orientation of the translation stage
(Li vector)

3 2 6

Total 38
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Fig. 4 Geometric model of the stereo pair.

reference frame, ORi
, can be computed from the cur-

rent state of the ASP, which is defined by the following
parameters:

1. θ1, the rotation angle of the motor controlling the
azimuth (pan);

2. θ2, the rotation angle of the motor controlling the
elevation (tilt);

3. and α, the distance between the current position of
the origin of the mechanism and its initial position
at start up.

The orientation of the camera is defined by the pan (ϕ1)
and tilt (ϕ2) angles as shown in Figure 5. They are re-
lated to the rotation angles of the motors according to
the following equations derived from the geometry of the
orientation mechanism [Car97]:

ϕ1 = θ1 (2)

ϕ2 = arctan
[
tan θ2
cos θ1

]
(3)

Transformation ERiMi
can be expressed as (in homo-

geneous coordinates):

ERiMi
= TRiMi

RRiMi,yRRiMi,x (4)

X

Y

Z
φ2

φ1

Fig. 5 Angles defining the camera orientation. They are re-
lated to the rotation angles of the actuators (θ1 and θ2) ac-
cording to Equations 2 and 3.

where:

RRiMi,x =


1 0 0 0
0 cos(ϕ2) − sin(ϕ2) 0
0 sin(ϕ2) − cos(ϕ2) 0
0 0 0 1

 (5)
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RRiMi,y =


cos(ϕ1) 0 sin(ϕ1) 0

0 1 0 0
− sin(ϕ1) 0 cos(ϕ1) 0

0 0 0 1

 (6)

TRiMi
=


1 0 0 αlxi

0 1 0 αlyi

0 0 1 αlzi

0 0 0 1

 (7)

The vector Li = [ lxi
lyi

lzi ]T in equation 7 is obtained
from the calibration procedure.

As it can be seen, all 3 DOF for each eye of the ASP
are modeled by the ERiMi

transform. As a result, only
the left and right ERiMi

transform matrices need to be
updated while operating the ASP. The other transforms
included in the model remain constant following calibra-
tion.

The transform ERrRl
gives the relation between the

left eye and the right eye. Its parameters are obtained
from the calibration procedure as well.

The last transform included in the model, EMiCi ,
should also be obtained from calibration. However, ex-
periments have shown that classical calibration methods
fail in achieving a satisfactory level of accuracy for this
transform. Until an appropriate calibration technique is
developed, the EMiCi

transform is set to the identity ma-
trix. The problem in calibrating EMiCi will be explained
in Section 5.7 along with the justification for the choice
of the identity matrix.

In order to compute 3D coordinates, transform ECrCl

which links the left and right camera reference frames
must be determined. However, because camera positions
are not stationary, this transform cannot be established
a priori but must rather be computed on the fly using
the geometric model:

ECrCl
= E−1

MrCr
E−1

RrMr
ERrRl

ERlMl
EMlCl

(8)

where ERiMi
is built from Equation (4) using the posi-

tion encoder as inputs, synchronized with image capture.

5.2 Camera model

The conventional pinhole camera model is used:

sm̃ = K
[
R t

]
M̃ (9)

where M̃ = [X Y Z 1 ]T is a 3D point, m̃ = [u v 1 ]T is
its projection on the image plane, and s a scale factor.
The “∼” sign over a vector symbol such as M and m
indicates that homogeneous coordinates are used.

The extrinsic parameters are defined by rotation ma-
trix R and translation vector t. They enable transforma-
tion of coordinates in the global reference frame, noted
OW , to coordinates in the camera reference frame, noted
OC . The origin of frame OC is located at the pinhole’s
projection center. Its Z axis is the same as the optical

axis and points in the direction of observation of the
camera. The X and Y axes are aligned with the hori-
zontal and vertical axes of the image plane.

The intrinsic parameter matrix K is given by:

K =

α γ u0

0 β v0
0 0 1


where α and β correspond to scale factors for the X
and Y axes, u0 and v0 are the pixel coordinates of the
image plane principal point, and γ is related to the angle
between the two axes of the image plane.

The radial distortion is modeled using two param-
eters, noted k1 and k2. Given the undistorted coordi-
nates of a point in the normalized image plane (x, y), its
distorted counterpart (x̆, y̆) can be computed using the
following expression:

x̆ = x+ x[k1(x2 + y2) + k2(x2 + y2)2] (10)
y̆ = y + y[k1(x2 + y2) + k2(x2 + y2)2] (11)

with the normalized image plane coordinates defined by:xy
1

 = K−1

uv
1

 (12)

5.3 Calibration target

Every calibration step for the ASP is conducted using a
planar target composed of a 6×6 square grid printed on
a glass substrate (see Figure 6). Two methods are used
to extract characteristic points on this target, depending
on whether or not the intrinsic parameters are known.
When they are known, a sub-pixel detection of square
contours is first carried out. Then, the coordinates of
these contour points are corrected for distortion using
the intrinsic parameters, and a line is fitted for each
row and each column of contour points, as illustrated
in Figure 6a. The calibration points of the target lie at
the intersection of these lines. Finally, distortion is re-
applied on these points so that they fit well with the
square corners of the original image (Figure 6b).

With unknown intrinsic parameters, the procedure
is slightly different. The line adjustment on a complete
row or column may induce a large position error if the
contour points are much affected by distortion. Thus, we
limit the line adjustment to points that belong to a single
square, and we process each square independently. The
position of square corners are still determined from line
intersections, but the precision is affected by the smaller
number of points used in the estimation. It should be
noted that these two methods can also be used for tar-
gets arranged as a checkerboard.
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(a) (b)

Fig. 6 Features extraction for the calibration target: (a) lines fitted on rows and columns of edge points; and (b) final result
for the detection of the corners of the squares.

5.4 Calibration of the intrinsic parameters

The seven intrinsic parameters of the camera model pre-
sented in Section 5.2 are estimated using the calibration
method proposed by Zhang [Zha00]. This well-known ap-
proach uses 3 or more images of a planar calibration
target observed from different vantage points.

To obtain better results, we use the Zhang method it-
eratively. For the first iteration, the characteristic points
of the target cannot be extracted precisely because in-
trinsic parameters are unknown. We thus bootstrap the
process with rough estimates and iterate with the intrin-
sic parameters found at the previous step, until the pa-
rameters stabilize. With low distortion lenses like those
used in the ASP, this process requires about 4 or 5 iter-
ations before convergence (see Figure 7).

5.5 Calibration of vector Li

Since the calibration of vector Li is the same for the right
(Lr) and the left eye (Ll), only the case of the right eye
will be covered and indices identifying the camera will
be omitted. Vector L is the direction of translation for
the right eye of the ASP. Its components are obtained
by observing its displacement with respect to a station-
ary planar target. The camera is brought to a hundred
different positions on the linear stage. For each position
of the camera, the frame transformation between the
camera reference frame and the target reference frame is
computed using the homography between points on the
calibration target and their respective image on the im-
age plane. The developments presented below enable the
calculation of ECjW , the transformation between OCj

,
the reference frame of the camera at position j, and OW ,
the reference frame of the calibration target.

By defining the reference frame of the calibration tar-
get in such a way that all of its points lie on the Z = 0

plane, the pinhole model (9) can be rewritten as follows:

sm̃ = K
[
r1 r2 t

] XY
1

 (13)

where r1 and r2 are the two first columns of the rotation
matrix. Let:

H = K
[
r1 r2 t

]
, (14)

(13) becomes
sm̃ = HM̃, (15)

with M̃ = [X Y 1 ]T . The homography H is a 3 × 3
matrix defined up to a scale factor that establishes the
relation between the points in the target plane and their
projection in the image plane.

Several methods exist for estimating an homography.
We use the one described in [Zha00] which is based on
the following maximum likelihood criterion:

min
H

N∑
k=1

‖mk − m̂k‖2 (16)

where mk = [uk vk ]T are the target points observed in
the image, and m̂k = [ ûk v̂k ]T are the projected points
using the homography H. Minimizing Equation (16) is
a non-linear least-squares problem which can be solved
using the Levenberg-Marquardt algorithm.

The minimization algorithm needs an initial estimate
which can be found by solving a set of linear equations
constructed from equation (15). Let x = [h1

T h2
T h3

T ]T

where hi is the ith row-vector of H. Equation 15 can
then be re-written as:[

M̃T 0 −uM̃T

0 M̃T −vM̃T

]
x = 0 (17)

Each point of the target provides one such equation.
With N points, we obtain a set of equations such as
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Fig. 7 Evolution of the intrinsic parameters for the Zhang calibration algorithm being used iteratively with the points
detection method described in Section 5.3.

Ax = 0 where A is a 2N × 9 matrix. For N ≥ 4, its
solution is given by the eigenvector associated with the
smallest eigenvalue of ATA.

Once H is estimated, the next step is to extract the
R and t components of ECjW . The following expression
stems from Equation (14):

r1 = λK−1h1 (18)
r2 = λK−1h2 (19)
r3 = r1 × r2 (20)
t = λK−1h3 (21)

where
λ =

1
||K−1h1||

=
1

||K−1h2||
(22)

and K is the matrix containing the intrinsic parameters
estimated in Section 5.4.

Since r1, r2, r3 are estimated with real image data,
matrix [ r1 r2 r3 ] is not a pure rotation matrix. A pure
rotation matrix can be derived from [ r1 r2 r3 ] using the
method described in [Zha00].

Until now, distortion has not been taken into ac-
count. Furthermore, with the correction leading to a
pure rotation matrix, the optimization criterion (16) is
no longer verified. To obtain better results, one can re-
inforce this criterion by optimizing parameters of ECjW

while taking distortion into account. More formally, the
following functional is to be minimized

min
Ω

N∑
k=1

‖mk − m̂k‖2 (23)

where
m̂k = Proj(K, k1, k2, Ω,Mk)

are the projections of the target points using the com-
plete camera model including distortion and

Ω = {θ, ψ, γ, tx, ty, tz}

is a set of parameters describing the transform ECjW

(three for rotation and three for translation). In order
to reduce the number of steps for finding ECjW , one
can skip the first minimization procedure. That is, com-
puting R and t directly from the first estimation of H,
obtained from the linear system, and then refining the re-
sult using the minimization functional of Equation (23).

The translation component of each transform ECjW

gives the position of the target relative to the camera
during its movement along the translation axis (see Fig-
ure 8). From the camera’s vantage point, these positions
appear as a cluster of points distributed along a straight
line parallel to the translation axis. To find L, the trans-
lation axis vector, a simple principal component analysis
is required. In the geometric model of the ASP, the vec-
tor must be expressed with respect to the reference frame
OR. This is done by transforming the vector using the
rotation component of ERM and EMC :

LR = RRMRMCLC (24)

Calibration of the ASP translation axis is usually done
in its initial position. Thus, RRM = I.

To evaluate the precision of the estimated vectors,
we have conducted the following experiment. The two
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Fig. 8 Experimental procedure for estimating vector L.

Fig. 9 High precision 3D calibration target used to assess
the ASP measurement accuracy

eyes of the ASP were moved to four points so as to ob-
tain baselines of 10, 15, 20, and 25 cm. The extrinsic
parameters (ECrCl) were determined for these four con-
figurations using two methods. The first uses the geo-
metric model of the ASP (equation 8). Its results thus
depend on axes Ll and Lr, as well as on the precision
of the translation stages. The second method, which will
serve as comparison, consists in obtaining each of the
four transformations directly through calibration using
the method that will be presented in Section 5.6.

Then, the two sets of extrinsic parameters obtained
were used to measure an object of known dimensions.
This object is the 3D calibration target shown in Figure
9. It is composed of 25 disks distributed within a vol-
ume of approximately 50× 50× 25 cm. The positions of
these disks have been measured using a high precision
Coordinate Measuring Machine (CMM).

Figure 10 gives the RMS reconstruction error of this
3D target, when observed at a distance of approximately
1.43 m for each of the four considered configurations.
These results show that the extrinsic parameters ob-
tained through the two methods produce almost iden-
tical reconstruction errors. From this, we can conclude
that Lr and Ll have been well estimated. Even with such
satisfactory results, it remains that calculated values are
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Fig. 10 Comparison of two sets of ECrCl transforms using
the RMS reconstruction error of the 3D target. The ECrCl

transforms obtained using the geometric model of the ASP
lead to almost the same reconstruction error as ECrCl ob-
tained from direct calibration. These results lead us to con-
clude that the elements of the ASP model, including the
translation axes Li, have been successfully calibrated.

slightly less precise than the calibrated ones. The 20 cm
baseline is a special case since this configuration is de-
fined as the initial position of the ASP. As it will be
explained in Section 5.6, the initial position is the one
from which we take the calibrated version of ECrCl

to
estimate the parameters of ERrRl

used in equation 8.
The computed version ECrCl

is thus the same as the
calibrated one leading to the same reconstruction error
for this configuration.

5.6 Calibration of Transformation ERrRl

The calibration of ERrRl
is equivalent to the well-known

problem of calibrating the extrinsic parameters of a stan-
dard static stereo pair. Indeed, this transform can be
determined by calibrating ECrCl

when the ASP is in a
given position. Knowing ECrCl

, ERrRl
can be found eas-

ily from the geometric model of the ASP:

ERrRl
= ERrMr

EMrCr
ECrCl

E−1
MlCl

E−1
RlMl

(25)

By choosing to calibrate ECrCl
with the ASP in its initial

position, equation (25) is simplified since in this case,
ERrMr

= ERlMl
= I:

ERrRl
= EMrCrECrCl

E−1
MlCl

(26)

Our approach for calibrating ECrCl
, inspired from

[GOD00], uses several views of the planar target. The
objective is to find the extrinsic parameters that min-
imize the reprojection error of the target points in the
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images. Again, this is a non-linear optimization prob-
lem that can be solved using the Levenberg-Marquardt
algorithm. With N views of a target of M points, the
objective function to be minimized is:

min
Ω

N∑
i=1

M∑
j=1

‖mijr − m̂ijr‖2 + ‖mijl
− m̂ijl

‖2 (27)

where:

m̂ijr = Proj(Kr, k1r , k2r , ECrWi ,Mij)

and:

m̂ijl
= Proj(Kl, k1l

, k2l
, ECrCl

, ECrWi
,Mij)

are respectively the projection of point j on view i for
the right and left images. These projections are applied
using the camera model described in Section 5.2. For the
camera on the right, the ECrWi

transforms are used to
bring the points from the target reference frame to the
camera reference frame. For the camera on the left, this
operation is achieved through EClWi

, which are obtained
by combining the ECrWi

transforms with ECrCl
:

EClWi
= E−1

CrCl
ECrWi

In this way, the reprojection error can be linked to the
parameters to be estimated. With known intrinsic pa-
rameters, the set Ω of parameters that require optimiza-
tion include those of transform ECrCl

and those of the
N ECrWi

transforms.
The procedure requires a first estimation of parame-

ters. For ECrWi which provides the target’s pose in the
reference frame of the camera, the technique described in
Section 5.5 is used. The same approach is used for EClW1

which provides the camera-target relationship for the
first left image. Combining this transform with ECrW1 ,
we obtain the first estimation for ECrCl

:

ECrCl
= ECrW1E

−1
ClW1

The plots of Figure 11 illustrate the effect of the op-
timization procedure on the reprojection error. The data
shows the RMS reprojection error for a given image with
respect to its view number:

ξRMS =

 1
M

M∑
j=1

‖mij − m̂ij‖2

1/2

Figure 11a gives the reprojection error before optimiza-
tion. It should be noted that the error for left images is
significantly larger than those of the right images. This
can be explained by the fact that transforms ECrWi

,
now used to compute the re-projections in the right im-
ages, have been estimated by a procedure whose objec-
tive was to minimize the re-projection errors (see Sec-
tion 5.5). On the other hand, the left image reprojec-
tions are computed from a combination of ECrWi

and
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Fig. 11 RMS reprojection error before (a) and after (b) the
optimisation procedure

ECrCl
. Since ECrCl

was determined from the first view
as a first approximation, only the corresponding left er-
ror is comparable to observed errors in the right images.
This illustrates the well known fact that extrinsic pa-
rameters obtained from a single view are valid only for
stereo measurements that are made in that view plane.
As illustrated in Figure 11b, the optimization process
compensates for this limitation by adjusting ECrCl

so
that it is valid for all views. Consequently, the extrinsic
parameters become valid within the volume that con-
tains the complete set of calibration views.

5.7 Calibration of Transformation EMiCi

As it has been pointed out at the beginning of the sec-
tion, EMiCi

cannot be estimated using classical calibra-
tion methods. Actually, the only way to evaluate the
position of OCi

with respect to OMi
is by moving the

camera using the orientation mechanism. By analyzing
the spherical trajectory of the camera principal point
(OCi

) around the fixed rotation center of the manipula-
tor (OMi

), one could estimate EMiCi
. But tracking OCi

in its trajectory around OMi
depends on the ability to es-

timate its pose with respect to a global reference frame.
Unless a very large calibration target covering the en-
tire field of view of the ASP can be built, this cannot
be achieved using conventional methods. This problem
is the counterpart of one of the ASP main advantages:
its extended field of view.

In order to circumvent the problem of calibrating the
pose of the camera with respect to the orientation mech-
anism, most active systems have been designed in such a
way that the cameras can be positioned in their holder so
that their center of projection is almost aligned with the
center of rotation of the devices [CBM93,FC93,MJT93,
WFRL93,US92,SMMB98]. The ASP is not an excep-
tion, its camera holder allows such an alignment. With
a perfect alignment of camera and manipulator refer-
ence frames, EMiCi

would be the identity matrix. Most
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researchers that used this approach do not include the
EMiCi transform in their geometric model, thus assum-
ing perfect alignment. But in practice, this assumption
may not be true.

In the context of a stereo sensor, even a slight non
compensated misalignment of the cameras may lead to
significant errors on computed 3D data. Although this
fact has not been properly proven in the literature (very
few experimental results on 3D measurements are avail-
able), it can be deduced from related works on active sen-
sors. For example, research on self-calibration techniques
based on rotating cameras demonstrated that better re-
sults are obtained if the translational offset between the
camera and the rotation axes is considered [JD04,WKSX04,
HM03]. This is particularly true if observed points are
close to the sensor [HM03], which is the case for stereo
vision.

Some calibration methods have been proposed [Li98,
DJK02]. Results are however not satisfactory. As ex-
plained before, the problem lies in the fact that refer-
ence points used for calibration rapidly exit the field of
view of the rotating cameras. Wada et al. [WM96] pro-
posed a technique that uses a laser beam for the align-
ment of a rotating camera. Based on rotations, which
are inherently limited by the field of view of the cam-
era, this technique is not accurate enough for stereo vi-
sion. To our knowledge, the only calibration procedure
that successfully estimated EMiCi

is the one presented
by Shih et al. [SHL98]. They addressed the problem of
the range of rotation using a calibration target mounted
on a long range, accurate translation stage. This setup is
the equivalent of the large calibration target mentioned
before, which is both expensive and cumbersome. Thus,
in the absence of a satisfactory solution to this problem,
we move on to evaluate the performance of the ASP
based on the assumption that EMiCi is the identity ma-
trix.

6 Performances of the ASP

In this section, the performances of the ASP is eval-
uated with respect to both dynamical properties and
3D measurement accuracy. Dynamical performances are
first given in Section 6.1. Then, Section 6.2 presents the
maximum achievable theoretical accuracy of the ASP for
3D measurements, and these predictions are validated
experimentally in Section 6.3. Finally, from a functional
point of view, Section 6.4 describes a target tracking ex-
periment that demonstrates the dynamic capabilities of
the ASP.

6.1 Dynamic performances

The ability of an active vision system to rapidly change
its gazing direction, for example to track a moving tar-
get, depends on its dynamical characteristics. These ca-

Table 2 Dynamical properties of the ASP according to its
different degrees of freedom

Parameters Span Speed Acceleration

pan ±40◦ 1950◦/sec 78000◦/sec2

tilt ±40◦ 1350◦/sec 40000◦/sec2

baseline 50 cm 8 cm/sec

pabilities are performed with two kinds of movements,
smooth pursuit and saccades. Smooth pursuit is intended
to keep a moving target at the center of the field of view
of the cameras while saccades are used to rapidly change
the focus of attention from one target to another. Sac-
cadic movements require that the eyes start from rest at
a given position and stop at another position as quickly
as possible. The movement must be performed in a short
period of time in order to miss as few video frames as
possible (images taken during saccadic movements are
blurred due to camera motion).

The dynamic characteristics of the ASP are summa-
rized in Table 2 which gives maximum position, velocity,
and acceleration values for its different degrees of free-
dom. As shown in this table, low inertia due to the par-
allel design of the orienting devices leads to high velocity
and acceleration. Performances for the baseline adjust-
ment come from manufacturer’s specifications.

To determine the dynamic characteristics related to
the orientation mechanism, the system was directed to
move each axis from one end of its angular range to
the other as quickly as possible. To measure speed and
acceleration, the angular position was sampled at 1 ms
intervals. The position was then differentiated using a
3-point scheme and low-pass filtered by a mean of 7-
point averaging filter (our procedure is similar to the one
used in [TARZ00]). Results for the pan axis are shown
in Figure 12. The system started from rest at 10 ms
and settled down at the end of its course 87 ms later.
Tilt axis executed its 80◦ angular motion in 130 ms. Tilt
axis carries more load, which explains the longer execu-
tion time. The experiment was performed on each axis
separately since they have different dynamic properties.
Moving both axes simultaneously however has no effect
on performances.

Considering the slower axis, a maximum of 4 video
frames are lost during a full range saccade. Obviously,
shorter saccades will execute more quickly. For example,
a 15◦ movement, which would bring to the center an
object located at the field of view border, is performed
in 60 ms. When a succession of saccades is required, a
pause between them must be added in order to let the
system analyse the new situation and make a decision
about the next destination. Depending on the task, a
period of time corresponding to 4 video frames may be
enough, as suggested in [BDZ+97]. In these conditions,
the ASP is able to perform 3 to 5 saccadic movements
per second. This is a little more than the capability of
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Fig. 12 While performing an 80◦ panning motion, the eyes
of the ASP reach a speed of 1950◦/sec and an acceleration
of 78000◦/sec2. The whole stop-to-stop movement, was exe-
cuted in 87 ms.

the human eye which performs 3 to 4 saccades per second
[Rod98].

6.2 Theoretical measurement accuracy of the ASP

The accuracy of the ASP depends on several factors.
Even though some of these factors are specific to the
ASP, most of them are also common with static stereo
pairs: baseline, distance, focal length, pixel size, quality
of calibration parameters (intrinsic and ECrCl

), and ac-
curacy of target points. The factors that are specific to
the ASP are: orientation of cameras, accuracy of posi-
tion encoders, and quality of calibrated parameters (Li

axes and EMiCi).
The plots in Figure 13 show the maximum achiev-

able theoretical accuracy of the ASP with respect to the
three dynamic parameters (pan, tilt and baseline), and
the distance of scene points. The default parameter val-
ues are: baseline = 20 cm, pan = 0◦, tilt = 0◦, and
distance = 1.5 m. These theoretical assessments are also
based on the following intrinsic parameters: focal length
of cameras = 8 mm, sensor pixel size = 5.7 µm (square),
and accuracy of target points = ±0.1 pixels. Moreover,
perfect lenses without distortion are considered.

The current prototype is equipped with 11-bit en-
coders for measuring pan and tilt angles which enable an
accuracy of±0.09◦ for both orientations. Comparing this
value with a one pixel arc-length, then the encoder er-
ror corresponds to ±2.2 image pixels. The encoders thus
constitute the prevalent source of error in the system. We
are currently contemplating the possibility of replacing
these encoders with compact 17-bit models that would

induce errors of only ±0.034 pixels. The right hand plots
in Figure 13 give the accuracy that could be obtained by
an ASP with such 17-bit encoders.

6.3 Experimental assessment of the ASP accuracy

In this section, we provide an experimental evaluation of
the accuracy of the ASP by observing an object whose
dimensions are known with high precision. The complete
procedure is illustrated by Figure 14.

The object used in this experiment is the 3D calibra-
tion target that was presented in Section 5.5. The disks
on this target are segmented using a sub-pixel edge de-
tection algorithm. Ellipses are fitted on detected edge
points and the center of these ellipses is then used to
compute the 3D coordinates of the target’s disks. The
cluster of points thus obtained is then registered with
the target’s model in order to compute the RMS recon-
struction error. More formally:

RMSError =

[
1
N

N∑
i=1

‖Mi − M̂i‖2

]1/2

where N is the number of target disks observed in both
images, Mi gives the coordinates of the target point i
according to the target model, and M̂i provides the co-
ordinates of the target point i measured with the ASP,
after registration.

This procedure was repeated for several configura-
tions: 7 pan orientations, 7 tilt orientations, and 4 base-
lines. For each configuration, the target was moved so
that the majority of the disks were visible in both im-
ages. Moreover, the distance between the center of the
ASP (halfway between ORr

and ORl
) and the center of

the target was kept constant at about 1.43m.
The experimental results are shown in Figure 15.

They show that the reconstruction error is less than
the theoretical maximum error presented in Section 6.2.
There are two reasons for this phenomenon. The first is
the fact that each target reconstruction is built from a
single pair of images. In other words, the target points
are reconstructed by the ASP for a single configuration.
The encoder reading error is thus the same for all points.
Therefore, this error has a global impact on the cluster
of points instead of causing an independent positioning
error on each point. For example, it can produce a scale
factor or a translation. The second factor is the registra-
tion process that adjusts the measured points on the
target model. This is achieved by minimizing the re-
construction error. Any systematic positioning error is
thus eliminated. These two factors reduce the error for
this experiment well below the theoretical limitations in-
duced by the position encoders of the ASP.

To validate this last assertion, the 3D target measure-
ment experiment was reproduced in simulation. The ex-
perimental procedure is the same as above, including the
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Fig. 13 Theoretical measurement accuracy of the ASP using 11bits encoders (a-d) and 17-bit encoders (e-h). The accuracy
is given as a function of pan angle (a,e), tilt angle (b,f), baseline (c,g), and distance (d,h). When not specified, variables are
set to Pan = 0◦, Tilt = 0◦, Distance = 1.5m, Baseline = 20cm.
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Fig. 14 Experimental procedure for evaluating the accuracy of the ASP.

assumptions for the simulation of Section 6.2. Two error
sources are considered. The first is the disk positioning
errors in the images which was simulated by adding a
random Gaussian noise N(0, σ) with sigma = 0.1 pixel.
The second error source is the encoders read error. For
each of the studied configurations of the ASP (7 pan
orientations, 7 tilt orientations, and 4 baselines), its im-
pact has been evaluated by performing several 3D recon-
structions according to various combinations of error on
the four encoders. The combination leading to the worst
reconstruction error is kept so the results of these sim-
ulations give the maximum reconstruction error of the
target. Plots (d) to (f) in Figure 15 show these results. It
should be observed that they are consistent with those
of the real experiment, which demonstrates that the de-
viation from the theoretical limits of the ASP is indeed
related to the experimental protocol.

6.4 Stereo tracking with real-time depth estimation

A simple tracking experiment was designed to demon-
strate the dynamic features of the ASP. A red Light
Emitting Diode (LED) was mounted at the tip of a
wooden stick and moved in front of the ASP. The 3D
coordinates of the LED were computed by stereo in real-
time and the LED was tracked by each camera of the
ASP in such a way as to keep it near the center of the
images.

The tracking algorithm currently implemented is quite
basic but very successful at keeping the tracked object
(the LED) near the center of the image and producing
smooth motions. The reaction time of the whole system
is 61 ms. That is, if a stationary object starts moving,
the eyes will begin their pursuit 61 ms after that event.
As a comparison, the human visual system needs 180 ms
to 200 ms to react to a given event [Rod98]. In order to
avoid jagged movements in smooth pursuit, the track-
ing algorithm needs information about the speed of the
moving target. So, it does not instruct the eyes to catch
the target at the very moment that the motion is de-
tected. Instead, it actually follows the exact trajectory
of the object with a 111 ms lag. The lag could be reduced

with the addition of a predictive scheme to the tracking
algorithm.

Figure 16 shows the field of view of the stereo pair as
well as the computer interface of the ASP. As the LED is
moving around, the system computes its 3D coordinates
with respect to the ASP fixed reference frame ORr

. Its
path is displayed in a 3D window in real time. Figure 17
shows two examples of trajectories captured by the sys-
tem : the word “hello” (Figure 17a) and a spiral (Figures
17b and 17c). Both paths are clearly visible.

As expected, and observed qualitatively by the in-
creased jaggedness of the 3D path, the accuracy of depth
measurements decreases as the distance between the LED
and the stereo pair increases (along the positive Z axis).
This noise is mainly due to position encoders. As op-
posed to the experiment of Section 6.3, each point on
the path has been observed with the ASP in a different
configuration since the system is in a tracking mode. The
encoder reading error thus varies randomly from point
to point. When brought together in one of the fixed ref-
erence frames of the ASP to form a path such as the
ones of Figure 17, the observed noise corresponds to the
absolute ASP accuracy as defined in Section 6.2. If the
tracking function is turned off, the cameras remain fixed
and the observed trajectories are similar to the one pre-
sented in Figure 18. However, we then lose the principal
interest of the ASP, that is, its enlarged field of view
granted by the mobility of its cameras. As a matter of
fact, this is the reason why this last spiral has a more
elongated form than the previous one: it had to be drawn
in a much smaller volume because of a smaller common
field of view between the cameras of the stereo pair.

7 Conclusion and future work

This paper presented a new active stereo sensor called
the Agile Stereo Pair (ASP). The ASP is characterized
by its mechanical design: two 2 DOF parallel orienta-
tion mechanisms that allow the cameras to be oriented
independently in a fast and accurate fashion. High per-
formances are achieved with low-end DC motors. Both
eyes are modular so they can easily be integrated in dif-
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Experimental results Simulation results (worst case)
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Fig. 15 RMS reconstruction error of a 3D calibration target observed at a distance of 1.43m as a function of pan angle (a,d),
tilt angle (b,e) and baseline (c,f). Plots (a) to (c) present experimental results whereas plots (d) to (f) present the results of
a simulation of the same experiment.
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Left
eye

Right
eye

Stereo
Frame
rate

LED

Fig. 16 Field of view of the stereo pair as displayed in real-time on the ASP computer interface.

(a)

(b) (c)

Fig. 17 Examples of trajectories captured by the ASP in the simple stereo experiment: (a) word “hello”; (b) side view of a
spiral drawn into the air; (c) 3D view of the same spiral.
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Fig. 18 Side view of a spiral pattern with the tracking op-
tion of the ASP turned off.

ferent system configurations. In this paper, we presented
the ASP with both eyes mounted on two accurate trans-
lation stages allowing for real time baseline adjustment.
With this added feature, the ASP has a total of 6 DOF.

A geometric model describing the functional charac-
teristics of the ASP was proposed along with a calibra-
tion procedure. Each step of the procedure was fully de-
tailed and its validity was demonstrated through the pre-
sentation of results (intrinsic and extrinsic parameters)
and a simple experiment (translation vectors). The ex-
periment on translation vectors showed that the dynamic
baseline adjustment feature can be used without signif-
icant loss in accuracy. Finally, the performance of the
whole system was demonstrated in simulation and with
experiments. The results demonstrate that the ASP be-
haves as predicted by the simulations and that it can per-
form high speed saccadic movements as well as smooth
pursuit motions.

According to the results of 3D measurement exper-
iments, it is clear that the resolution of the currently
used encoders is a limitation to the accuracy of the sys-
tem. In these circumstances, the full potential of the par-
allel mechanism cannot be exploited. The next step in
the ASP development will thus be to replace these en-
coders with higher resolution ones that are now becom-
ing available. With new encoders, however, the problem
of calibrating the EMiCi

transform may be of concern. As
explained in section 5.7, any misalignment of the cam-
eras in their holders, which is compensated for by this
transform, could be an important source of error in 3D
measurements.

Up to now, we have not targeted the ASP to any par-
ticular active vision application. Our focus was on the
development of a versatile sensor able to perform accu-
rate measurements. As we believe that the ASP offers
very good characteristics, there is a broad range of pos-
sibilities. With its ability to actively change its focus of
attention in real-time while continuously acquiring 3D
data, the ASP could be used in applications such as au-
tonomous mobile robot guidance [DM98], 3D scene mod-
eling [AA93,KB98,LSHT02], remote sensing/operation,
industrial inspection, visually guided manipulation, surveil-
lance, face tracking [DZ04], and human gaze sensing
[AZ02,BF03]. Also, any application could benefit from
dynamic baseline adjustment since it allows for multi-

scale acquisitions. Multi-scale acquisitions are a good
compromise between the large common field of view con-
ferred by short baselines and high accuracy measure-
ments delivered by long baselines. That is, dynamic base-
line allows for fast and coarse scanning of the environ-
ment followed by refined acquisitions on area of interest.
In addition, some researchers have used dynamic base-
line to relieve ambiguities arising in stereo matching al-
gorithms [OK93,JKKH01]. Finally, as the ASP is able to
mimic human eye movements, it can help social interac-
tions between humans and robots [DRH+97,BEFS01].
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liberté pour l’orientation d’une caméra. Master’s
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