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Qu’est-ce qu’il devrait y avoir dans la région?









Quel est l’original?

(a)

(b)

(c)



Comment ça marche

Trouver une image similaire dans une base de 
données 

Copier une région dans le trou

Données



Utiliser beaucoup de données!

Image
Images

Information 
associée

Base de  
données

Information 
provenant 
des images 
similaires

appariement

Truc: si vous avez assez d’images, la base de données 
devrait contenir des images suffisamment similaires, faciles à 
trouver!



Combien d’images?



20,000 images



2,000,000 images



Aujourd’hui

Transférer de l’information 
• Emplacement GPS 
• Autre information (en fonction de l’emplacement) 

Améliorer l’appariement 
• Apparier des portions de l’image 
• Déterminer ce qu’il faut apparier



im2gps (Hays & Efros, CVPR 2008)

6 millions d’images avec GPS



Quelle information géographique est disponible dans une 
image?









Exemples



Votes

























L’importance des données



Data-driven categories





Elevation gradient = 112 m / km



Elevation gradient magnitude ranking





Population density ranking





Barren or sparsely populated



Urban and built up



Snow and Ice



Savannah



Water



Où est-ce?

O. Vesselova, V. Kalogerakis, A. Hertzmann, J. Hays, A. A. Efros. “Image Sequence Geolocation,” 
ICCV 2009



Où est-ce?



Où sont ces images?

15:14,  
June 18th, 2006

16:31,  
June 18th, 2006



Où sont ces images?

15:14,  
June 18th, 2006

16:31,  
June 18th, 2006

17:24,  
June 19th, 2006



Résultats (geo-loc < 400 km)

im2gps – 10% 
temporal im2gps – 56%  



Aujourd’hui

Transférer de l’information 
• Emplacement GPS 
• Autre information (en fonction de l’emplacement) 

Améliorer l’appariement 
• Apparier des portions de l’image 
• Déterminer ce qu’il faut apparier



2

Fontaine de Médici, Paris
A. Shrivastava, T. Malisiewicz,  A. Gupta, A. A. Efros, “Data-driven visual similarity for cross-domain image matching,” 

SIGGRAPH Asia 2011
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Medici Fountain, Paris (winter)
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But

11



Pourquoi c’est si difficile?
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Comparer les images

SIFT 
(représentation des gradients 

autour des coins)

GIST 
(représentation des gradients 

dans l’image)
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[SIFT: Lowe, 2004]

Exemple: appariement SIFT



15
[SIFT: Lowe, 2004]

Exemple: appariement SIFT
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18Plus proches voisins

Image



19Plus proches voisins

Image
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Image

Plus proches voisins
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Parties importantesImage
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Image

Plus proches voisins
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Utiliser les données pour 
déterminer ce qui est unique



Qu’est-ce qui est unique?
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Qu’est-ce qui est unique étant donné le monde?
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World of Images



Support vector machine (SVM)
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[Cortes and Vapnik, Machine Learning, 1995]

W1

Class A Class B



Per-exemplar SVM 

28[Malisiewicz et al., ICCV, 2011]

W1

Image1

W2

Image2

World of Images



Histogram of oriented gradients (HOG)

29
[Dalal and Triggs, CVPR, 2005]



Visualizer ce qui est unique

30

World of Images

Query AfterBefore
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Input Query

HOG

Learnt Weights

Top Match

Top Match





Sketch based Image Retrieval



Painting based Image Retrieval



painting2gps



Results

http://youtu.be/PY__Fo4o67I?t=1m15s



Les Dangers des Données



Biais

Internet contient un nombre énorme d’images   
(Flickr, YouTube, Picasa, etc.) 

Les images ne sont pas échantillonnées aléatoirement 
Plusieurs sources de biais: 

• Échantillonnage 
• Photographe 
• Social



Flickr Paris



Vrai Paris



Vraie Notre Dame



Biais d’échantillonnage

Nous aimons prendre des photos en vacances



Biais d’échantillonnage

Nous aimons prendre des photos en vacances



Biais du photographe

Nous voulons que nos photos soient intéressantes, ou 
reconnaissables!

vs.



Biais du photographe

Conventions photographiques

vs.



Biais social

“100 Special Moments” by Jason Salavon



Biais Social

Mildred and Lisa Source: U.S. Social Security 
Administration

Gallagher et al CVPR 2008



Biais social
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Abstract

In many social settings, images of groups of people are
captured. The structure of this group provides meaningful
context for reasoning about individuals in the group, and
about the structure of the scene as a whole. For exam-
ple, men are more likely to stand on the edge of an image
than women. Instead of treating each face independently
from all others, we introduce contextual features that en-
capsulate the group structure locally (for each person in
the group) and globally (the overall structure of the group).
This “social context” allows us to accomplish a variety of
tasks, such as such as demographic recognition, calculating
scene and camera parameters, and even event recognition.
We perform human studies to show this context aids recog-
nition of demographic information in images of strangers.

1. Introduction

It is a common occurrence at social gatherings to capture
a photo of a group of people. The subjects arrange them-
selves in the scene and the image is captured, as shown for
example in Figure 1. Many factors (both social and physi-
cal) play a role in the positioning of people in a group shot.
For example, physical attributes are considered, and phys-
ically taller people (often males) tend to stand in the back
rows of the scene. Sometimes a person of honor (e.g. a
grandparent) is placed closer to the center of the image as a
result of social factors or norms. To best understand group
images of people, the factors related to how people position
themselves in a group must be understood and modeled.
We contend that computer vision algorithms benefit by

considering social context, a context that describes people,
their culture, and the social aspects of their interactions. In
this paper, we describe contextual features from groups of
people, one aspect of social context. There are several jus-
tifications for this approach. First, the topic of the spac-
ing between people during their interactions has been thor-
oughly studied in the fields of anthropology [14] and so-

Figure 1. Just as birds naturally space themselves on a wire (Up-
per Left), people position themselves in a group image. We extract
contextual features that capture the structure of the group of peo-
ple. The nearest face (Upper Right) and minimum spanning tree
(Lower Left) both capture contextual information. Among several
applications, we use this context to determine the gender of the
persons in the image (Lower Right).

cial psychology [2]. A comfortable spacing between people
depends on social relationship, social situation, gender and
culture. This concept, called proxemics, is considered in
architectural design [16, 26] and we suggest computer vi-
sion can benefit as well. In our work, we show experimen-
tal results that our contextual features from group images
improves understanding. In addition, we show that human
vision perception exploits similar contextual clues in inter-
preting people images.
We propose contextual features that capture the structure

of a group of people, and the position of individuals within
the group. A traditional approach to this problem might
be to detect faces and independently analyze each face by
extracting features and performing classification. In our ap-
proach, we consider context provided by the global struc-
ture defined by the collection of people in the group. This
allows us to perform or improve several tasks such as: iden-
tifying the demographics (ages and genders) of people in
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Limiter le biais

Capture autonome réduit le biais 
• On en a toujours un peu…

Satellite 
google.com

Street side 
Google StreetView

Webcams



Survol

Image
Images

Information 
associée

Base de  
données

Information 
provenant 
des images 
similaires

appariement

Truc: si vous avez assez d’images, la base de données 
devrait contenir des images suffisamment similaires, faciles à 
trouver!


