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Abstract
The recent appearance of augmented reality headsets, such as the Microsoft HoloLens, is a marked move from traditional 2D screen to 3D hologram-like interfaces. Striving to be completely portable, these devices unfortunately suffer multiple limitations, such as the lack of real-time, high quality depth data, which severely restricts their use as research tools. To mitigate this restriction, we provide a simple method to augment a HoloLens headset with much higher resolution depth data. To do so, we calibrate an external depth sensor connected to a computer stick that communicates with the HoloLens headset in real-time. To show how this system could be useful to the research community, we present an implementation of small object detection on HoloLens device.

1 Introduction
As one of the first AR headsets available today on the market, the Microsoft HoloLens is bound to have a profound impact on the development of AR applications. For the first time, an intuitive and easy-to-use device is available to developers, who can use it to deploy AR applications to an ever expanding range of users and customers. What is more, that device is itself a portable computer, capable of operating without being connected to an external machine, making it well-suited for a variety of applications.

A downside of this portability is that access to the raw data provided by HoloLens sensors is not available. This severely restricts the use of the HoloLens as a research tool: by being forced to exclusively use the provided API functionality, future research using the HoloLens is quite limited indeed. Of note, the unavailability of high resolution depth data prohibits the development of novel object detection [7, 9], SLAM [5, 1], or tracking [6, 8] algorithms to name just a few, on-board these devices.

In this poster, we present a system that bypasses this limitation and provides high resolution 3D data to HoloLens applications in real-time. The 3D data is accurately registered to the HoloLens reference frame and allows the integration of any depth- or 3D-based algorithm for use on the HoloLens. As seen in fig. 1, our key idea is to couple a depth camera (an Intel RealSense in our case—but other such portable RGBD cameras could be used as well) with a HoloLens unit using a custom-made attachment, and to transfer the depth information in real-time via a WiFi connection operated on a stick PC, also attached to the HoloLens. We do so without sacrificing the portability of the device: our system is still tetherless, as is the original HoloLens.

The remainder of this short paper will describe the hardware setup in greater details in sec. 2, and demonstrate the usability of our approach with real-time 3-D object detection on the HoloLens in sec. 3.

2 Hardware Setup
2.1 System overview
Fig. 1-(a) shows a user wearing our system, which is also illustrated schematically in fig. 2. It is composed of an Intel RealSense

Figure 1: By combining a high resolution depth camera (Intel RealSense) with a Microsoft HoloLens headset (a), we can use object detection algorithms to precisely locate small objects (b) and overlay object-dependent information in the HoloLens field of view (c). Our resulting system is tetherless, and allows the use of algorithms that exploit high resolution depth information for HoloLens applications.

Figure 2: Overview of hardware setup. We attach an Intel RealSense RGBD camera on a HoloLens unit via a custom mount. The RealSense is connected to a stick PC via USB. This PC can then relay the high resolution depth data—or information such as detected objects computed from it—back to the HoloLens via WiFi.
RGBD camera that is attached to a Microsoft HoloLens headset via a custom-made mount. The RealSense is connected to an Intel Compute Stick PC (specifically, Intel Core M5-6Y57 at 1.1 GHz with 4GB RAM) via USB 3.0. The stick PC is attached to the back of the HoloLens, and the battery pack can typically be carried in the users’ pockets. Thus, our system does not sacrifice mobility and is still completely tetherless.

Real-time depth data obtained from the RealSense camera can be processed by the PC, which can beam it back to the HoloLens directly via WiFi. To limit bandwidth usage however, it is typically preferable to have the PC implement the particular task at hand and send the results back to the HoloLens, rather than transmitting the raw depth data. The specific task and transmitted data depend upon the application: in sec. 3 we demonstrate the use of our system in the context of small-scale object detection, but others could be used (e.g. depth-based face detection).

### 2.2 Calibration

This section describes the calibration procedure to transform the depth data in the RealSense reference frame to the HoloLens reference frame so that it can be displayed accurately to the user. Unfortunately, as shown in fig. 3, the depth data provided by the HoloLens is too coarse to be useful for calibration. Therefore, we must rely on the color cameras also present to do so.

Fig. 4 provides an overview of the transformations that must be computed to display the RealSense depth, originally in the “Depth” coordinate system, in the HoloLens virtual camera coordinate system “Virtual”. This amounts to computing the transform \( T_{\text{Depth}} \) (in our notation, \( T_{\text{a}} \) is the transformation that maps a point \( p_a \) in reference frame \( a \) to reference frame \( b \), i.e. \( p_b = T_{a \rightarrow b} p_a \)). Following fig. 4 and chaining the transformations, we have:

\[
T_{\text{Virtual}} = T_{\text{Virtual}} \cdot T_{\text{Webcam}} \cdot T_{\text{RGB}} \cdot T_{\text{Depth}}, \tag{1}
\]

where “RGB” and “Webcam” are the RealSense color camera and the HoloLens webcam coordinate systems respectively.

We must therefore estimate the three individual transformations in (1). First, we directly employ the transformations \( T_{\text{RGB}} \) and \( T_{\text{Webcam}} \) that are provided by the RealSense and HoloLens APIs respectively. Then, we estimate the remaining \( T_{\text{Virtual}} \) by placing a planar checkerboard calibration target (which defines the “Calib” reference frame) that is visible by all cameras simultaneously in the scene, and estimating the individual transformations \( T_{\text{RGB}} \) and \( T_{\text{Webcam}} \) with standard camera calibration (we use the OpenCV implementation of [10]). Finally, \( T_{\text{Virtual}} = (T_{\text{Webcam}})^{−1} T_{\text{Calib}} \).

Please refer to fig. 4 for a graphical illustration of this process.

### 3 Real-time 3D Object Detection on HoloLens

By comparing the 3D data provided by the HoloLens to the one by the RealSense in fig. 3, it is easy to see that the HoloLens data is insufficient for applications that require high resolution depth data. One such application is object detection and pose estimation, where the task is to accurately locate a known object in the scene.

To demonstrate the usefulness of our system, we thus implemented the multimodal detection system proposed in [4] to detect candidate objects and estimate their corresponding poses. Similarly to [3], we train a template-based detector from a 3D CAD model. The detections are then refined through a photometric verification with the projected 3D model, followed by a fast geometric verification to remove false positives. The most confident object pose is subsequently refined through a dense and more accurate geometric verification step with ICP. This procedure is repeated independently at every frame (although tracking [8] could also be employed to obtain more stable results under object or camera movement).

Fig. 5 shows results obtained on three different, small-scale objects. The object detection and pose estimation algorithms are run on the stick PC, and only the 6-DOF pose information is transmitted back to the HoloLens (see fig. 2). The high resolution mesh of the corresponding object, initially pre-computed and pre-loaded on the HoloLens, is then transformed according to the detected pose.
4 Discussion

In this poster, we presented a simple system for providing HoloLens applications with real-time and high resolution 3D data. We do so by attaching another RGBD camera—the Intel RealSense in our case but others could be used as well—to the HoloLens, and by streaming the acquired data (or post-processed information) back to the HoloLens via a stick PC. We demonstrate the usefulness of our system by detecting small objects with the high resolution 3D data and overlaying their 3D model in the HoloLens viewpoint, which would be impossible to do from the original 3D data.

In future work, we will improve the precision of the system by explicitly measuring the latency caused by communication and the data acquisition rates of the RealSense. Our current solution works well even without latency compensation, but fast camera or object motions may cause misalignments between the detections and the real objects. We believe that accounting for latency will be an important next step in the development of even more stable systems.
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