Improving Genetic Algorithms Performance via Deterministic Population Shrinkage
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ABSTRACT
Despite the intuition that the same population size is not needed throughout the run of an Evolutionary Algorithm (EA), most EAs use a fixed population size. This paper presents an empirical study on the possible benefits of a Simple Variable Population Sizing (SVPS) scheme on the performance of Genetic Algorithms (GAs). It consists in decreasing the population for a GA run following a pre-determined schedule, configured by a speed and a severity parameter. The method uses as initial population size an estimation of the minimum size needed to supply enough building blocks, using a fixed-size selectorecombinative GA converging within some confidence interval toward good solutions for a particular problem. Following this methodology, a scalability analysis is conducted on deceptive, quasi-deceptive, and non-deceptive trap functions in order to assess whether SVPS-GA improves performances compared to a fixed-size GA under different problem instances and difficulty levels. Results show several combinations of speed-severity where SVPS-GA preserves the solution quality while improving performances, by reducing the number of evaluations needed for success.
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1. INTRODUCTION
Setting an adequate population size is a key to obtain good performances in a Genetic Algorithm (GA), that is, to preserve a good quality in the solutions without spending extra computational efforts. That way, a small problem instance will require a smaller population size than a larger instance of a more difficult problem [13, 14]. Additionally, improving the GA performance is also possible by varying the population size during the GA run, adapting it as the algorithm is converging toward some solutions [5, 16].

Population sizing theory, based on Goldberg’s facewise decomposition for designing competent GAs [12], focuses on determining population sizing according to problem difficulty. Despite the issue that has been pointed out in Lobo and Lima’s review of adaptive population sizing schemes [19], such a theory has not received much attention with respect to variable population sizing schemes. There are just a few studies that have taken it into account, with as prime example population sizing through estimation of schema variances by Smith and Sramda [21], with selection errors probability and adjustment made according to an expected selection loss provided by the user.

Therefore, the aim of this paper is to provide a general framework for evaluating performance of variable population sizing schemes from the population sizing theory perspective. For that purpose, a method based on bisection [20] is used to estimate the minimum size of the initial population \( P_{\text{init}} \) required to supply enough building blocks (BBs) so that a fixed-size selectorecombinative GA\(^2\) will converge.

\(^2\)The assumption of a selectorecombinative GA (without
toward optimal solutions. That population size is then used for bootstrapping another selectorecombinative GA, which is using for the tested variable population sizing scheme. This allows assessment of the solutions quality and computational effort required. Given that both fixed and variable sizing schemes are provided with the same initial supply of BBs, some conclusions can be drawn from the difference of performances. Additionally, a scalability analysis is performed on different instances and complexities of decomposable trap functions [1]. Hence, it is possible not only to analyze a given performance, but also, to analyze how it is affected by problem size and complexity.

We propose to test with a simple variable population sizing scheme (SVPS). The SVPS is a deterministic function that monotonically reduces the population size during the GA run. The function slope can be controlled by setting two parameters, one for controlling the shrinking speed and the other for controlling the severity of population resizing. The intuition justifying the approach is that, at an early stage of a GA run, larger population sizes produce a wider exploration of the search landscape. Meanwhile, smaller population sizes increase the exploitation of promising regions as the GA converges [19].

Nevertheless, our intent in the current work is to address the following points:

1. Provide a general framework to test different variable population sizing schemes from the population sizing theory perspective. Following the same steps, SVPS could be replaced by new or suitable schemes in the literature.

2. Check whether variable population sizing schemes in GAs are able to outperform an equivalent parameterized GA using a fixed size scheme. If the SVPS-GA improves the fixed-size GA performance, that would mean that there are better schemes for population sizing than the standard fixed size scheme.

3. Gain some insight into the dynamics of the SVPS scheme. The idea of SVPS is to maintain a good quality in the solutions using less evaluations. Nevertheless, the seamless run of a GA makes it difficult to estimate the desired population size decreasing. Additionally, a given strategy could be more or less adequate to different problem instances or problem complexities.

The rest of the paper is organized as follows: Section 2 presents the state of the art in variable population sizing schemes. The proposed methodology is described in Section 3 and the experimental setup in Section 4. Section 5 explores the dynamics of the SVPS, showing that a variable population sizing scheme can yield a better performance than a fixed population sizing scheme. Finally, results are discussed in Section 6.

2. RELATED WORKS

This section provides a brief description of some other varying population methods previously proposed in the Evolutionary Computation research field. Following the classification of parameter control mechanisms given by Eiben et al. [6], we may say that some of the techniques described (mutation) is made as the only source of diversity is then the initial supply of BBs.

below fall into the adaptive methods categories (GAVaPS, for instance), while others, like RVPS [4] and PRoF6G [7] are deterministic methods. Our proposal may be classified as deterministic, because the population size in each generation is defined in the beginning of the search by two parameters; the size is always forced to decrease, with more or less speed, and ends with more or less individuals, depending on those two parameters. Other methods follow a different policy and adapt the size during the run according to the state of the search. One of those algorithms, proposed in 1994 by Arabas et al. [2], is the Genetic Algorithm with Varying Population Size (GAVaPS).

GAVaPS does not hold an explicit selection mechanism. As in natural systems, population size is defined by the birth and death of individuals occurring at each iteration. A parameter called lifetime is introduced. It defines the number of generations in which each individual is allowed to remain alive. After its creation, the chromosome is assigned to a specific lifetime, according to its fitness. Three lifetime calculation methods are proposed. The algorithm proceeds in a generational manner, at each time step increasing each individual's age. When an individual's age excedes its lifetime, the chromosome is removed from the population. Since fittest individuals remain in the population for more generations, thus having a higher probability to be engaged in a reproduction process and generate offspring, GAVaPS' chromosomes have equal probability to be selected to reproduce, independently of their fitness value. This concept of lifetime/age provides the algorithm with the necessary selection pressure, which reduces the need for selection strategies: GAVaPS randomly pairs the chromosomes for crossover operations. The intensity of the pressure is controlled by two parameters, min_LT and max_LT, that define, respectively, the minimum and maximum lifetime allowed for each chromosome. Higher difference between the two values leads to a more selective algorithm. However, this process may have a serious drawback since increasing the max_LT parameter will result in larger populations and, as stated above, an increasing high population size is a characteristic of GAVaPS. The algorithm also introduces another parameter: reproduction rate (ρ); its value defines the number of new chromosomes created in each generation t, depending on the size of the current population. GAVaPS was tested for the studies presented in [11] and [7] and the results lead to the conclusion that GAVaPS is extremely sensitive to the reproduction rate, and very often the population grows exponentially or becomes extinct.

A similar approach was attempted with The Adaptive Population Size Genetic Algorithm (APGA) [3]. The only difference between this algorithm and GAVaPS resides in reproduction rate, which in APGA has a fixed value of two individuals. This technique follows the reproduction strategy of the Steady-State GA and prevents the population from growing out of control as it often happens with GAVaPS. On the other hand, such a low reproduction rate results in populations with few individuals unless a high value for max_LT is used. But, even in the last case, the population size is very stable and apparently does not react to the evolution process and different search stages [3]. The algorithm appears to perform well on some problems and clearly outperformed GAVaPS when applied to the Spears' multi-modal problems [7]. However, Lobo and Lima [18] questioned the results in [7] and proved that there is an upper bound equal
to $2\max LT + 1$ for APGA’s population size, after $\max LT$ generations.

Eiben, Marchiori and Vallo proposed in [7] the Population Resizing on Fitness Improvement GA (PRoFIGA). The variation process of PRoFIGA is based on the improvement of the best fitness in the population. The process intends to balance exploration and exploitation by growing the population in earlier and exploratory stages and gradually decreasing it in later stages of the search. When the population becomes trapped in local optima, the process is supposed to generate another growing phase of the population, thus increasing diversity and escaping the local optima. The authors present a heuristic for size variation during the run that increases or decreases the population size according to whether or not the best fitness of the population has been improved and, if the later case is observed, for how long it has remained unchanged. The main drawback of this algorithm is its extra six parameters, which makes it very hard to tune for a non expert user.

In the Random Variation of Population Size GA (RVPAS) [4] the population size is randomly changed during the run. The authors concluded that in some cases the performance of RVPAS is equivalent to the standard GA. So, when there are no hints about the optimal population size for some problem, it may be appropriate to randomly set and vary the population size of the GA.

Like PRoFIGA and RVPAS, the Saw-Tooth Genetic Algorithm [15] is an example of a deterministic method used in the variation of the population size. In this algorithm the population size varies according to a predefined function with a saw-tooth shape. The authors concluded that the Saw-Tooth GA performed well on some particular test functions. However, besides a variable population size, the Saw-Tooth GA also uses a re-initialization mechanism to introduce genetic diversity in the population.

The Self-Regulated Population Size EA (SRP-EA), proposed by Fernandes and Rosa in [11], follows GAvPS guidelines but it manages to control the population size, thus avoiding the typical extinction and demographic burst observed in the dynamics of Arzus’ algorithm. SRP-EA self-regulates the population size (indirectly) via genetic diversity. There is a threshold value that adapts during the run and that defines the Hamming distance value above which two chromosomes are allowed to crossover and generate offspring. Since GAvPS the individuals are provided with a lifetime that defines the quality of selection that they are allowed to remain in the population. The algorithm was compared with APGA and CHC [10] and outperformed both in the proposed test set.

Finally, there could be other reasons to use variable population sizing schemes. Laredo et al., expose in [17] the case of a fully distributed EA in which the individuals have to decide on their own state of reproduction without any central control, using instead estimations about the global population state for decision making. The population size varies at run-time as a consequence of such a decentralized reproduction and a self-adjusting mechanism based on autonomous selection [8] tries to keep it stable.

Our strategy, described in the next section, does not aim at adapting the population size or varying it deterministically according to the state of the search. Alternatively, and although it may be classified as a deterministic scheme, together with PRoFIGA and the Saw-Tooth GA, SVPS tries to explore the premise that states that larger populations are needed in the beginning of the search, while towards the end the GA can manage to converge with a smaller population [19].

3. METHODOLOGY

The methodology followed takes into account Goldberg’s facetwise decomposition for designing competent GAs [12] in order to answer whether a GA using varying population size improves a fixed-size GA.

The proposed method consists in the following three steps:

1. Bisection method, to estimate size $n'$ of population $P_{out}$;

2. Refinement of size of the population size, to obtain the necessary supply of BBs;

3. Simple variation of the population size using a predetermined schedule.

The two first steps are used to estimate the minimum initial population size $P_{out} = (inds_1, inds_2, \ldots, inds_n)$ required to supply enough BBs for a reliable convergence to the problem optimum in a fixed-size population GA.

In the third step, $P_{out}$ is used as the initial population of the SVPS-EGA in which the population decreases according to a parameterized speed ($\tau$) and severity ($\rho$). Any combination $\tau$-$\rho$ has to preserve the quality of solutions while improving the number of evaluations.

Steps 1, 2, and 3 are exposed in sections 3.1, 3.2 and 3.3, respectively. Note that the SVPS-EGA (step 3) could be changed for another variable, adaptive or self-adaptive population sizing scheme. Therefore, this methodology provides a framework to test different population resizing schemes.

3.1 Bisection Method

The bisection method [20] estimates the optimal population size $n'$ to solve a problem instance, that is, the lowest $n'$ for which 98% of the runs find the problem optimum. A fixed-size selectorecombinative GA is used to search the minimum population size required using random initialization, to provide enough BBs to converge to the optimum using only recombination and selection mechanisms.

Algorithm 1 depicts the method based on bisection. The method begins with a small population size which is doubled until the algorithm ensures a reliable convergence. We define the reliability criterion as the convergence of the algorithm to the optimum in 90% of the runs (90% of Success Rate). After that, the interval $(\min, \max)$ is halved several times and the population size adjusted within such a range until $\max - \min > \text{threshold}$, where $\min$ and $\max$ stand respectively for the minimum and maximum population size estimated and $\text{threshold}$ for the accuracy of the adjustment within such a range. This parameter has been set to $\frac{1}{10}$ in order to obtain a good adjustment of the initial population size.

3.2 Refining Initial Supply of Building Blocks

The initial supply of BBs given by a population $P_{out}$ might be a bit oversized because the minimum population size $n'$ is estimated stochastically. Such a precision is usually accurate enough for scalability analysis, but in the case of study, additional BBs will induce smaller values for $\tau$ and $\rho$, leading to a slightly unfair comparison.
Algorithm 1 Method based on bisection

\[ n' = \text{initial population size} \]

\[ \text{while reliability of } P'_{\text{init}} \text{ with size } n' < 98\% \text{ do} \]

\[ \text{min} = n'; \text{max} = 2n'; n' = 2n' \]

\[ P'_{\text{init}} \text{ size} \leftarrow n' \]

\[ \text{end while} \]

\[ \text{while } \frac{\text{min} - \text{max}}{\text{max} + \min} > \frac{1}{100} \text{ do} \]

\[ n' = \frac{\text{min} + \text{max}}{2} \]

\[ P'_{\text{init}} \text{ size} \leftarrow n' \]

\[ \text{if reliability of } P'_{\text{init}} \text{ with size } n' < 98\% \text{ then} \]

\[ \text{min} = n' \]

\[ \text{else} \]

\[ \text{max} = n' \]

\[ \text{end if} \]

\[ \text{end while} \]

Therefore, Algorithm 2 shows an iterative process to refine \( P'_{\text{init}} \) into \( P_{\text{init}} \) by randomly subtracting 1% of the individuals until \( P_{\text{init}} \) is minimized.

3.3 Varying Population Size

The SVPS-GA uses the following deterministic function to vary its size:

\[ n_g = \begin{cases} n_0 \times \left(1 - (1 - \rho) \left(\frac{g}{g_{\text{max}}}\right)^{\tau}\right), & g \leq g_{\text{max}} \\ n_{g_{\text{max}}}, & g > g_{\text{max}} \end{cases} \] (1)

In this equation, \( n_g \) stands for the population size at generation \( g \), \( n_0 \) is the initial population size, and \( n_{g_{\text{max}}} \) the population size when a maximum number of generations \( g_{\text{max}} \) of the schedule is reached. To scale the shape of the function into the SVPS-GA runtime, \( g_{\text{max}} \) is estimated on the necessary runtime of the fixed-size GA. \( \tau \) and \( \rho \) are respectively the speed and severity parameters. As shown in Figure 1, the values of \( \tau \) and \( \rho \) influence the shape of the population sizing schedule. A smaller \( \tau \) leads to a faster reduction of the population size, \( \rho \) belongs to the interval \([0, 1]\), where a value of \( \rho \to 0 \) means that the run ends with a nearly empty population, and where a value of \( \rho = 1 \) does not modify the initial population size.

Algorithm 3 shows the procedure for iterating on different values of \( \tau \) and \( \rho \). Only those results which guarantee a success rate of 0.98 are stored (e.g., a very small \( \tau \) and \( \rho \) could lead to an unreliable convergence of the SVPS-GA). Lower bounds for \( \tau \) and \( \rho \) have been fixed to pessimistic values that will not meet the reliability condition (e.g., \( \tau = 0.125 \) means that the population size will converge too quickly to \( \rho \)), while upper bounds stand for equivalent sizes to the fixed-size population (e.g., \( \rho = 1 \) means that the population size does not shrink, or \( \tau = 32 \) that the population shrinks in the last few generations).

4. EXPERIMENTAL SETUP

Following Lobo and Lima’s recommendations [19] on the selection of a test suite with known population requirements and investigating the scalability on landscapes of different characteristics, experiments were conducted on trap functions [1]. A trap function is a piecewise-linear function defined on unification (the number of one values in a binary string). There are two distinct regions in the search space, one leading to a global optimum and the other leading to the local optimum (see Figure 2). In general, a trap function is defined by the following equation:

\[ \text{trap}(u(\overrightarrow{x})) = \begin{cases} \frac{a}{l}(z - u(\overrightarrow{x})), & \text{if } u(\overrightarrow{x}) \in [0, z] \\ \frac{1}{l}(u(\overrightarrow{x}) - z), & \text{if } u(\overrightarrow{x}) \in [z, l] \end{cases} \] (2)

where \( u(\overrightarrow{x}) \) is the unification function returning the number of one values in bit string \( \overrightarrow{x} \), \( a \) is the local optimum, \( b \) is the global optimum, \( l \) is the problem size and \( z \) is a slope-change location separating the attraction basin of the two optima.
5. RESULTS

For the following experiments, 2-trap, 3-trap and 4-trap functions were designed with the following parameter values: \( a = l - 1, b = l, \) and \( z = l - 1. \) With these settings, 2-trap is not deceptive, 4-trap is deceptive and 3-trap lies in the region between deception and non-deception. Under these conditions, it is possible not only to examine the scalability on trap functions, but also to investigate how the scalability varies when changing from non-deceptive to deceptive search landscapes. Scalability tests were performed by juxtaposing \( m \) trap functions and summing the fitness of each sub-function to obtain the total fitness.

All settings are summarized in Table 1, operators as binary tournament or one-point crossover are standard in GAs [9]. The baseline for comparison is a generational selectorecombinative GA. Since the methodology imposes a 98% success rate in the results, the Average Evaluations to Solution (AES) has been used as an appropriate metric to measure the computational effort to reach the success criterion. A more efficient algorithm requires a smaller number of evaluations.

<table>
<thead>
<tr>
<th>Trap instances</th>
</tr>
</thead>
<tbody>
<tr>
<td>BB size (( l ))</td>
</tr>
<tr>
<td>Number of sub-functions (( m ))</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>GA Setup</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population size</td>
</tr>
<tr>
<td>Selection of Parents</td>
</tr>
<tr>
<td>Recombination</td>
</tr>
<tr>
<td>Individual Length</td>
</tr>
<tr>
<td>( l \times m )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>SVPS Setup</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speed (( \tau ))</td>
</tr>
<tr>
<td>Severity (( \rho ))</td>
</tr>
</tbody>
</table>

Table 1: Parameters of the experiments

Figure 3: Improvement in the number of evaluations of the SVPS-GA with respect to the fixed-size GA. Results are depicted as a function of the initial population size used by the different problem instances of 2-trap, 3-trap, and 4-trap functions.

\[ f(n) = 0.086n^{0.377} \]

The functions \( \tau - \rho \) in which the SVPS-GA outperforms the fixed-size GA. They present the following behavior:

- For a given problem instance, values of \( \rho \) decrease as values of \( \tau \) increase.
- Small values of \( \tau \) usually report a better GA performance.
- As the problem scales, the set of strategies is shifted to higher values of \( \tau \).

Therefore, as a good strategy, the GA tends to end with a high percentage of the initial population size (\( \rho \)) but losing individuals from a very early stage on the GA run (\( \tau \)). Nevertheless, large instances require that the population remains almost intact for a longer period, allowing a shrinkage mainly at the last stage of the GA run.

Despite the fact that SVPS has not been designed to find an optimal variability in the population size, it improves the GA performance. Such a result is significant since it proves that variable population sizing schemes are an open issue in the design of GAs.

6. CONCLUSIONS

In this paper we have presented a framework to test variable population sizing schemes. Additionally, a Simple Variable Population Sizing (SVPS) scheme is proposed in order to gain some insights into the population requirements for the different stages of a GA run. The framework consists in a three step methodology. The first and the second steps provide the initial population to be used for the variable population sizing scheme. This initial population represents the minimum initial supply of raw BBs that a fixed-size selectorecombinative GA needs to converge to the optimum solution. The third step is a deterministic resizing schedule configured by a speed and a severity parameter.

The framework has been designed to be compliant with the recommendations of Lobo and Lima [19] for the analysis of variable population sizing schemes.

- The test suite (i.e. trap functions) has known population sizing requirements.
Figure 4: Scalability with trap functions. Optimal population size (top) and Average Evaluations to Solution (AES) (bottom) values for a fixed-size GA and the SVPS-GA.

Table 2: Experimental results, values in bold are statistically significant.
Figure 5: SVPS-GA combinations of \( \tau - \rho \) converging to a SR of 0.98. From left to right, 2-trap, 3-trap, and 4-trap are represented for sub-functions values of \( m = 4 \), \( m = 16 \), and \( m = 64 \). The area of the circles stands for the AEs improvement with respect to the fixed-size GA.

- A scalability analysis has been conducted by varying the size and the complexity of the problem instances.
- The initial population size is well adjusted so that the GA will converge to the problem optima with a success rate of 0.98. The initial supply of BBs and the solution quality are fixed for both population sizing schemes, allowing a fair comparison based on the difference of the number of evaluations.

Preserving the condition of optimality (i.e., success rate of 0.98), the SVPS provides not a single but a set of strategies. Independently of the problem instance, the set follows a common pattern: a large value of \( \tau \) implies a small one of \( \rho \), that is, the population shrinkage strategy has to keep a balance between severity and speed of the population shrinkage. Results show that SVPS requires a smaller number of evaluations than the fixed population sizing scheme, and therefore, improves the GA performance.

Future work will include studying how the addition of variation operators such as mutation affect performance and its scaling, and also fine-tuning which values of \( \rho \) and \( \tau \) are the most appropriate for a wide range of applications.
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