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This work is devoted to the application of active infrared thermography to defect detection in pavement
structures. The challenge is to localize and to determine some properties of defects (e.g. shape and depth) into a
highly heterogeneous material. Experimental work was carried out in laboratory conditions using a pavement
sample containing two defects (wood and air). Pulsed thermography results were compared with FLUENT
numerical simulations. Different preliminary approaches were investigated to analyze data: singular value
decomposition of infrared image sequences, contrast image methods and computation of thermal effusivity
considering a heat transfer model in a semi-infinite material. This last method is more sensitive to experimental
conditions such as the presence of natural convection at a sample surface. However, all methods allow detection
of one defect into the pavement sample.
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1. Introduction

In many countries, the road network is aging while

road traffic and maintenance costs are increasing.

Nowadays, thousands and thousands of kilometres of

roads are submitted to surface distress surveys each

year. These surveys generally use pavement surface

imaging measurement techniques [1], mainly in the

visible spectrum, coupled with visual inspection or

image processing detection of emergent distresses [2].

Nevertheless, optimization of maintenance works and

costs require an early detection of defects inside the

pavement structure when they are still hidden under

the surface.
Accordingly, alternative measurement techniques

for the non-destructive testing (NDT) of pavement are

currently under investigation [3,4]. In this context,

NDT by active infrared thermography could be a

complementary full field approach.
Active infrared thermography for the detection of

defects has been used for many years now for the

non-destructive control of materials such as metals,

composites and so on, as described in the literature [5].

Its application to civil engineering materials, such as

cement concrete, a slightly porous and almost homo-

geneous material, was shown in [6]. A first extension of

such an approach for bitumen concrete material was

presented in [7], where the challenge was to sort the

relevant signals of defects from the pristine porosity

and heterogeneity of such a material.
In this paper, pulsed thermography (PT) and

principal component thermography (PCT) analysis
were conducted, both on experimental and numerical
experimentations, as a preliminary study. They were
applied to a heterogeneous asphalt concrete pavement
sample having two defect geometries of different
natures. Two methods were used to retrieve the depth
of the defects, and the results obtained are discussed
and analyzed. Finally, combining numerical simula-
tions with experiments allowed us to discuss the
influence of the sensitivity of the uncooled IR detector
used in the potential detection of subsurface defects.

2. Context and objectives

Pavement distress is essentially due to heavy vehicle
traffic and adverse weather conditions. Indeed, defects
such as unsticking zones between the top layer (wear-
ing course) and the structural ones (Figure 1) could
induce a quick deterioration of the pavement surface
(circular cracking up to potholes).
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Figure 1(b) shows a core of pavement structure
with a debonding between the base and the subbase
layers of the pavement structure. The same problem
(not illustrated here) could occur between the pave-
ment surface course and the base layer and then induce
stripping of materials from the road surface.

Furthermore, there is an extremely large variety of
materials used for road construction, from asphalt to
cement concrete. These have different granular consti-
tutions and therefore different thermal and radiative
(reflective/absorbing) properties. The porosity of these
structures varies from non-porous to highly porous.
These variations could also appear within the same
pavement layer due to construction constraints and/or
bad implementation. Such inhomogeneity would then
induce additional difficulties in the use of active
thermography.

In the present study, semi-granular asphalt pave-
ment materials were considered. Their nature was of
the most commonly used material on French national
roads. Two parallelepiped samples (10 cm� 18 cm�
50 cm) were fabricated using granular materials with
a bitumen matrix. Two defects made of Pine wood
(a parallelepiped and a pyramid) were included while
manufacturing the road samples (Figure 2).

The pyramidal defect was chosen as it partly
matches the shape of a non-emergent crack.
Pavement crack monitoring is actually done for an

emergent crack using visual inspection on a real site or
on the pavement surface images combined with image
processing techniques to facilitate the pavement dis-
tress analysis process. Nevertheless, early pavement
distress detection is required to minimize as much as
possible the cost of pavement structure rehabilitation.

During the thermal analysis, these defects were
either left in (i.e. wood defect) or removed from (i.e. air
defect) the sample. Two kinds of inclusions were
therefore evaluated, for which thermal conductivity (k)
and effusivity (b ¼

ffiffiffiffiffiffiffiffiffiffiffi
k�Cp

p
), wood or air, were lower

than the ones for the road material. The upper parts of
the defects were located 1.3 cm below the inspected
sample surface. These inclusions were inserted into the
road pavement samples in such a way that they did not
thermally interact with each other (see Figure 3).

3. Square heating test bench

The experimental setup (Figure 4) was previously
described in [7,8]. The road pavement sample is heated
with two halogen lamps of 500W each and inserted
between two masonry blocks made of Syporex
(to reduce lateral thermal dissipation).

A reflector was used to obtain a quasi-constant
heat flux density over the whole sample surface. The
selected active thermography method was the square

Figure 1. Local pavement surface emergent cracking (left) probably due to debonding (right).

Figure 2. (a) Side view, (b) top view, (c) and defects installed on a wood slab (removed during experiments).
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heating. The heating phase durations were of 60 s and
300 s. The heat flux density of the excitation during
trials was assumed to be constant and around
3000Wm�2. The infrared camera was located at a
distance of 0.8m from the sample surface. A FLIR S65
infrared camera equipped with an uncooled
microbolometer (FPA detector of 320� 240 sensitive
elements, spectral bandwidth 7.5–13 mm) was used.

An illustration of measurement results is plotted
in Figure 5 for different areas, matching sound or
defective parts of the studied pavement road sample.
Both experimental thermograms obtained for 60 s and
300 s square heating show artifacts due to auto non-
uniformity correction (NUC) operation at infrared
camera level during measurements.

The deeper the defects, the harder their detection.
There are two ways to improve detection. Either the
level of heat flux is increased for the same pulse
duration, or a longer heat pulse is used. In the second
case, some difficulties will appear due to heat losses
and 3D internal conduction, which will ultimately blur
thermal images. The work presented below is a

preliminary approach, where a square heating
method was used along with several data analysis
techniques. Although the heat pulses provided by the

halogen lamps are actually closer to square pulses,
the data treatments were based on the assumption of
a Dirac pulse excitation as a first approximation.
In addition, a square pulse heat transfer solution for a

semi-infinite body was developed.

4. Numerical simulation

In parallel to these experimental trials and for a similar
heat density pulse and thermal relaxation duration,
numerical simulations based on the finite volume
method of heat transfer inside the investigated
sample were carried out using FLUENT.

The modeling part consisted of applying a

square function of 2620Wm�2 heat flux density for
two pulse durations (60 s and 300 s) to the front face
of the sample. For these numerical test cases, the
temperature fields as a function of time on the
surface and inside the sample were computed.

The geometry of the considered sample matches the
two defect configurations. According to this geometry,
we used a three-dimensional non-structured meshing
based on 1,892,429 tetrahedral cells realized under

GAMBIT.
The thermal characteristics of the materials used in

the numerical simulations are presented in Table 1.
Furthermore, ambient temperature was considered

as constant (equal to 20�C), and the sample was
supposed to be submitted to a global convective heat
exchange coefficient h¼ 10Wm�2K�1, on its front

and rear faces. Lateral faces were insulated.
An illustration of numerical simulation results is

provided in Figure 6 for heat pulse durations equiv-
alent those shown in Figure 5.

Thermograms extracted from 3D numerical simu-
lations are not affected by noise, and the pavement
sample is supposed to have homogeneous thermal

behavior, which is not the case for real samples.

Figure 3. Pavement sample rear (a) and front (b) sides.

Figure 4. Scheme of the square heating test bench.
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5. Defect detection by singular value decomposition

Singular value decomposition (SVD) is an interesting

tool for the extraction of the spatial and temporal

information from a thermographic matrix in a com-

pact or simplified manner. Instead of relying on a basis

function (such as in pulsed phase thermography, which

is based on the Fourier transform relying on sinusoidal

basis functions), SVD is an eigenvector-based trans-

form that forms an orthonormal space. SVD is close

to principal component analysis (PCA) but SVD

simultaneously provides the PCAs in both row and

column spaces.
The SVD of an M�N matrix A (M4N) can be

calculated as follows [9]:

A ¼ USVT ð1Þ

where U is an M�N orthogonal matrix, S being a

diagonal N�N matrix (with the singular values of A in

the diagonal), and VT is the transpose of an N�N

orthogonal matrix (characteristic time).
Hence, to apply the SVD to thermographic data,

the 3D thermogram matrix representing time and

spatial variations has to be reorganized as a 2D M�N

matrix A as depicted in Figure 7. This can be done by

rearranging the thermograms for each time step as

columns in A, in such a way that time variations will

occur column-wise while spatial variations will occur

row-wise.
Under this configuration, the columns of U repre-

sent a set of orthogonal statistical modes known as

empirical orthogonal functions (EOF) that describe the

spatial variations of data [10,11]. On the other hand,

the principal components (PCs), which represent time

variations, are arranged row-wise in matrix VT.

The first EOF will represent the most characteristic

variability of the data; the second EOF will contain

the second most important variability, and so on.

Usually, original data can be adequately represented

with only a few EOFs. Typically, a sequence of

1000 thermal images can be replaced by 10 or fewer

EOFs.
In Figure 8 an illustration of SVD is shown

for simulated and experimental data obtained for two

pine wood defects inserted in a pavement sample.
It is noticeable from these images that the paral-

lelepiped defect is easily detected in both simulated and

experimental data. The pyramid defect, on the other

Figure 5. Temperature evolution during trials for 60 s and 300 s square heating durations with defects in pine wood. (The color
version of this figure is included in the online version of the journal.)

Table 1. Thermal and physical properties of materials used
for numerical simulations.

Material k (Wm�1K�1) � (kgm�3) Cp (J kg�1K�1)

Asphalt 1.41 2262 1255
Pine wood 0.15 600 1900
Air 0.024 1.225 1006
Water 0.6 998.2 4182

1762 J. Dumoulin et al.
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hand, requires further data analysis to be detected.

Experimental data are extremely affected by natural

convection and noise induced by aggregate ther-

mal behavior during the heating and relaxation

phases. Hence, the pyramid defect was only detected

using simulated data.

6. Defect depth characterization on thermal

image sequence

Two preliminary approaches are presented in this

section. The first uses the localization of the defect with

the SVD method presented in previous section and

a correlation proposed in literature. The second

Figure 6. Thermograms extracted from 3D numerical simulations for 60 s and 300 s square heating durations with defects
in pine wood. (The color version of this figure is included in the online version of the journal.)
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Figure 7. Schematic representation of the application of the SVD to thermographic data.
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approach does not require a first localization of the
defect to determine the depth.

6.1. Maximum contrast approach

Thermal contrast is a basic operation that, despite its
simplicity, is at the origin of many PT algorithms.
Numerous thermal contrast definitions exist but they
all share the need for specifying a sound area, Sa, i.e.
a defect-free region within the region of interest. For
instance, the absolute thermal contrast Ctabs and the
running contrast Ctrun are defined as [5]:

Ctabs¼DT tð Þ¼Td tð Þ�TSa tð Þ and Ctrun¼
Td ðtÞ�TSaðtÞ

TSa ðtÞ

ð2Þ

with Td(t) the temperature of a pixel or the average
value of a group of pixels on a defective area at time t,
and TSa(t) the temperature at time t over a sound area
(Sa) on a pixel or for the average value of a group
of pixels.

It is also possible to use the standard contrast
(see [5]) as presented in the following expression (3).

Ctstd ¼
Td ðtÞ � Td ð0Þ

TSaðtÞ � TSað0Þ
: ð3Þ

But care has to be taken with the behavior of this
inhomogeneous material during the heating phase.
Bitumen binder and aggregates do not have the same
diffusive thermal time constant (see Figure 9). Such
phenomenon vanishes with the establishment of the 3D
heat diffusion according to the spatial resolution used
for infrared measurements (see Figure 9). Therefore,
the standard contrast formula has to be modified by
substituting TSa by at least the average of the sound
area values. For instance, the sound area can be

determined by labeling the EOF map obtained by SVD

(as presented in the previous paragraph) or by using

the average of the whole thermal image, assuming that

defect size is negligible versus the sound area [7].

Nevertheless, in this paper, only absolute and running

contrasts are considered.
Although this approach was established for pulse

heating thermography applied for flaw detection in

carbon epoxy specimens or carbon fiber reinforced

plastic (CFRP) plate bonded on a concrete structure,

we have evaluated the possibility of computing the

defect depth z by extracting a few parameters on the

thermal contrast curve, such as the maximum contrast

DTmax and its time of occurrence tmax using the thermal

diffusion time concept and the hypothesis of heat

diffusion in a semi-infinite body [12,13]. Time associ-

ated with the maximum contrast can be linked to the

defect depth and thermal diffusivity of the studied

material as follows:

z ¼
ffiffiffiffiffiffiffiffiffiffiffi
tmaxa
p

ð4Þ

where a is the thermal diffusivity of the material, tmax

the maximum contrast time and z the calculated depth.
As we use a square heating excitation and not a

pulse, a first-order correction consisting of moving the

time scale origin towards the square heating duration

barycentre was made, as suggested by Degiovanni [14].
Figure 10 shows the temperature excess evolution

for experiments and numerical simulations for the 60 s

and 300 s square heat durations. The sound and defect

thermograms were established by averaging the tem-

perature in a rectangular area at each time step.

Localization of these areas was made using the SVD

approach. The decimal logarithm was used for these

log-log representations. The time origin is taken at the

time of the energetic barycentre of the square heating.
The results for depth estimation and the time of

maximum contrast presented hereafter (see Table 2)

were obtained by using absolute contrast. During

laboratory experiments, samples were at the thermal

equilibrium before each test. Furthermore, the same

hypothesis was achieved for numerical simulation.
In Table 2, depth estimation and time of the

maximum contrast for two square pulse durations of

60 and 300 seconds are presented using the thermal

diffusion time concept applied to experimental and

simulated data.
These values were computed for the parallelepiped

defect in pine wood.
Except for the 60 s experimental data, the depth

estimated by this direct approach was in a good

agreement with the geometry of the square defect

inserted in the bitumen concrete sample. With such an

approach, special care must be taken when choosing

Figure 8. EOF map computed: simulated (a) – experimental
(b) with detection of parallelepiped defect for a 300 s
square heating.
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the sound area on thermal images, in particular with
experimental data.

6.2. Direct calculation on thermal image sequence:
thermal model used

Here, we assumed that the location of the defect was
not known and we computed temperature excess maps
through time using the temperature map acquired
before the square heating at t0 for each pixel
(Equation (5)). This is a classical approach in wall
heat transfer determination by IR thermography [15].
It is also quoted as cold image subtraction [5]:

DTx,y tð Þ ¼ Tx,y tð Þ � Tx,y t0ð Þ: ð5Þ

As a first approximation, heat transfer in pavement
materials can be assumed to behave as a semi-infinite
body. Nevertheless, care must be taken when choosing a
time interval for the calculation and experiments
(according to thematerial’s characteristic thermal diffu-
sion time), in order to preserve the validity of such a
model. Furthermore, by neglecting natural heat transfer
on the surface of the inspected material, the heat
equation system to solve takes the following form:

@2�
@z2
¼ 1

a
@�
@t with �ðz, tÞ ¼ Tðz, tÞ � T0

Initial condition:

t � 0: � ðz, tÞ ¼0

Boundary condition:

t4 0 and z ¼ 0:� k @�@z ¼ ’0ðtÞ: ð6Þ

8>>>>>><
>>>>>>:

In our measurement and simulation configuration,
the surface solicitation is a constant square heat pulse of
duration �. The boundary condition at t4 0, Equation
(6), takes the following expression where ’ is the
constant heat flux density applied during the pulse:

’0ðtÞ ¼ q0 if t � � and ’0ðtÞ ¼ 0 if t4 �: ð7Þ

The solution of such a system can be obtained by
using the Laplace transform. Other approaches can be
found in the literature. For instance Vavilov in [16]
presents different solutions for various thermal con-
figurations. The solution for the surface temperature
excess is:

if t5 � : �ð0, tÞ ¼ 2q0
ffiffi
t
p

b
ffiffi
�
p

if t � � : �ð0, tÞ ¼ 2q0
b
ffiffi
�
p

ffiffi
t
p
�

ffiffiffiffiffiffiffiffiffiffi
t� �
p� �

ð8Þ

8<
:

where b is the sample thermal effusivity.
Combining this solution for the case of a square

pulse solicitation over the surface of the studied
material with the effusivity approach proposed by
Balageas in [17] the depth of the defect can be
determined using the relation:

zdef ¼
ffiffiffi
a
p ffiffiffiffiffiffiffiffi

tmin

p
bn,min

� �0:95
ð9Þ

where a is the thermal diffusivity, b the thermal
effusivity, tmin the time when the effusivity curve is
minimum, zdef the depth of the defect in m and bn,min

the normalized minimum effusivity bn ¼
b

bAsphalt
.

Thermal effusivity evolution for a square heat flux
density pulse is obtained using Equation (9) and takes
the expression reported in Equation (10).

if t5 � bðtÞ ¼ 2q0
ffiffi
t
p

�ð0, tÞ
ffiffi
�
p

if t � � bðtÞ ¼ 2q0
�ð0, tÞ

ffiffi
�
p

ffiffi
t
p
�

ffiffiffiffiffiffiffiffiffiffi
t� �
p� �

: ð10Þ

8<
:

Figure 11 presents the results obtained with simu-
lated and measurement data matching the square
heating case of 60 s and for pine wood defects. The
depth obtained for the parallelepiped defect is in the
range of 1.2 to 1.3 cm for numerical data and 1.1 to
1.4 cm for experimental data. In the case of experi-
mental data, however, rear surface aggregates in the
bitumen concrete locally degrade the homogeneity of
depth in the spatial area that matches the defect.

Figure 9. Thermal images at the end of a 60 s square heating (a) and 140 s after the end of heating (b) obtained with CEDIP Jade
3 cooled camera.
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Figure 10. Decimal logarithmic representation of temperature excess over sound and defective (pine wood) areas: simulated
(a) – experimental (b); square heating durations of 60 s and 300 s. (The color version of this figure is included in the online version
of the journal.)

Table 2. Computed depth using thermal diffusion time concept and absolute contrast.

Numerical simulations Experimental data

Square pulse
duration

Time of maximum
contrast in s

Estimated depth
in mm

Time of maximum
contrast in s

Estimated
depth in mm

60 s 330 12.8 281 11.8
300 s 360 13.4 327 12.7

1766 J. Dumoulin et al.
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The natural convection phenomena observed in the
experimental data coupled with the limited perfor-
mances of the uncooled camera used in the experiments
creates a more heterogeneous depth map. As expected,
the direct calculation approach is more sensitive to
these perturbations than an inverse approach using a
regularization scheme. Here, the principal component
thermography analysis presented in the previous sec-
tion was helpful in analysing such a map.

Although the main interest of such an approach is
to establish a map of the computed depths, it is also
possible to perform a segmentation to obtain, simul-
taneously, the defect localization and one of its
dimensional characteristics.

The influence of the defect composition is shown in
Figure 12 using numerical simulation to retrieve the
defect’s depths using the thermal model. Furthermore,
the influence of the square heating duration is also
shown for a 60 s and 300 s pulses.

Some trends can be observed from the simulation
results in Figure 12. For instance, in the case of water
defects, the square heating pulse duration has to be
increased in order to allow the detection, which is
consistent given that the heat capacity of water is more
than twice that of wood (see Table 1). In the case of air
defects, results are similar for the two analyzed square
heating pulses (60 and 300 s). No significant defect
contrast improvement was observed for longer square
heating excitation. For the pine wood defects, as can be
seen from Figures 12 (300 s) and 11 (60 s), this defect is

perfectly visible and the depth estimation results
are of the correct order of magnitude, i.e. 1.3 cm.
Furthermore, no significant defect contrast improve-
ment is observed for longer excitation.

Finally, an interesting complementary study would
be to vary the heat flux density intensity for the same
duration.

7. Conclusion

Some preliminary pulsed thermography processing
approaches, such as singular value decomposition on
infrared images sequences, thermal contrast methods
and computation of thermal effusivity considering a
heat transfer model in a semi-infinite material, were
considered for the detection of hidden fabricated
defects (a parallelepiped and a pyramid) in an asphalt
concrete material. The parallelepiped defect located at
1.3 cm under the surface was detected even with a short
heating phase (test were made down to 60 s). The
thermal behavior of the structure was greatly affected
by the defect presence around it. The nature of the
samples (porosity, heterogeneity) locally affected the
ability of the technique for non-destructive control of
such road material (through rear surface aggregate
thermal behaviors). Furthermore, the natural convec-
tion thermal signature observed during experiments
hid part of the defect’s signal, in particular the pyramid
defect. The semi-infinite model with the constant heat

Figure 11. Square defect calculated depth maps in m: simulated (a) – experimental (b); heating duration of 60 s.
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Figure 12. Square defect depth characterization versus defect type for two heat flux square pulse durations using simulated data.
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pulse solution coupled with the normalized effusivity

approach suggested by Balageas enabled the estima-

tion of the parallelepiped defect depth. On the other

hand, it was not possible to retrieve the depth

information of the pyramid defect, not even using

numerical simulations. Nevertheless, the use of princi-

pal component thermography has been shown to be

very useful for fast defect detection and location, using

its spatial signature on an empirical orthogonal

functions map, especially for the pyramid defect.

Finally, this study has also shown that it is possible

to use uncooled infrared cameras with less thermal

sensitivity to detect defects. Special care must be taken

however for the reduction of measurement noise. This

approach could be compared with the step heating one

developed by Osiander et al. [18].
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