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Abstract

It is well known that the methods of thermographic non-destructive testing based on the thermal contrast are strongly affected by non-
uniform heating at the surface. Hence, the results obtained from these methods considerably depend on the chosen reference point. The
differential absolute contrast (DAC) method was developed to eliminate the need of determining a reference point that defined the ther-
mal contrast with respect to an ideal sound area. Although, very useful at early times, the DAC accuracy decreases when the heat front
approaches the sample rear face. We propose a new DAC version by explicitly introducing the sample thickness using the thermal quad-
rupoles theory and showing that the new DAC range of validity increases for long times while preserving the validity for short times. This
new contrast is used for defect quantification in composite, PlexiglasTM and aluminum samples.
� 2007 Elsevier B.V. All rights reserved.
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1. Introduction

Thermal contrast is used in non-destructive testing
(NDT) by infrared thermography to evaluate defect visibil-
ity, enhance image quality and ultimately for quantitative
purposes. Several types of contrasts have been defined such
as absolute contrast, running contrast, normalized contrast
and standard contrast [1–3]. All these contrast definitions
require the use of the temperature in a sound area whose
definition is a critical issue. In a wide sense, its location is
not precisely identified since it may not be known in
advance where the defects are, if present at all. Only
assumptions can be made about the sound areas. This is
1350-4495/$ - see front matter � 2007 Elsevier B.V. All rights reserved.

doi:10.1016/j.infrared.2007.01.001

* Corresponding author. Tel.: +57 2 339 17 80x112–116; fax: +57 2 339
21 40.

E-mail address: hbenitez@univalle.edu.co (H.D. Benı́tez).
the main limitation that can complicate the application of
thermal contrast methods. However, in specific applica-
tions and materials the thermal contrast approach could
be enough for obtaining proper quantitative results, with-
out making just assumptions [4].

Moreover, it is well known that defect quantification
methods based on thermal contrast are strongly affected
by non-uniform heating [5]. The differentiated absolute
contrast (DAC) method was developed to perform a more
convenient computation of the sound area temperature
based on the 1D solution of the Fourier equation for
homogeneous and semi-infinite materials stimulated with
a heat Dirac pulse [6,7]. This solution is given by Eq. (1):

DT ðtÞsemi-infinite-bodyðx ¼ 0; tÞ ¼ Q

b
ffiffiffiffiffi
pt
p ð1Þ

where Q is the energy density (J/m2), b is thermal effusiv-
ity and t is time. Taking the thermogram obtained at time
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Fig. 1. Limited thickness plate excited with a heat Dirac pulse.
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t 0, which is a given value of time t ranging between the time
of flash pulse and the time at which the first defect becomes
visible, the temperature of the sound area T (t 0)s can be ob-
tained from:

T ðt0Þs ¼
Q

b
ffiffiffiffiffiffi
pt0
p ð2Þ

Combining equations Eqs. (1) and (2) the sound area tem-
perature and DAC can be calculated as follows:

T s ¼
ffiffiffi
t0

t

r
T ðt0Þ ð3Þ

DT DAC ¼ T ðtÞ �
ffiffiffi
t0

t

r
T ðt0Þ ð4Þ

This model does not include the sample thickness therefore
the DAC accuracy decreases for long times after heating
when the heat front reaches the sample face opposite to
irradiation. In addition, strictly speaking, this approach is
only valid for the case of shallow defects and/or thick
samples.

In this article we propose a modified DAC version by
explicitly introducing the sample thickness by means of
the thermal quadrupoles theory [8]. We demonstrate that
taking into account the sample thickness, the DAC validity
range can be extended for long times after excitation while
preserving its performance for short times. In this work
planar and non-planar carbon fiber reinforced plastic
(CFRP) composites with inserts are quantitatively evalu-
ated by the new contrast method. Moreover, the new
method is tested on PlexiglasTM and aluminum samples with
flat bottom holes to estimate defect depth.
2. DAC modification using thermal quadrupoles

The thermal quadrupoles method is a Laplace transform
based technique to explicitly represent linear systems and
it is used to solve heat transfer problems. This method
transforms the differential equations from the time-space
domain representation to a Laplace domain representation
that exhibits a very simple explicit form. After applying the
Laplace transform, the problem can be solved in Laplace
domain a then be transformed into the original time-space
domain by inverse Laplace transform [9]. This method is
used for direct problem solution (to calculate the thermal
response in a system) and inverse problem solution (to esti-
mate system parameters based on thermal response) [2,10–
13]. Making use of the previously mentioned characteristics
we carried out a study of a limited thickness non-transpar-
ent plate excited with a heat Dirac pulse to find the temper-
ature distribution on the heated face (front face).

Fig. 1 shows a plate with thickness L (m) whose front
face (x = 0) is excited with a heat Dirac pulse with energy
density Q (J/m2) while its rear face (x = L) is thermically
isolated. If we define T(x, t) and u(z, t) as the temperature
and heat flux density in this 1D transient problem and if
H(x,p) and U(x,p) are their Laplace transforms, where p
is the Laplace variable, it can be shown [14] that the slab
of thickness L and zero uniform initial temperature
behaves as a quadrupole:

Hi

Ui

� �
¼M

Ho

Uo

� �
i : input; o: output ð5Þ

with

M ¼
A B

C D

� �
ð6Þ

and

A ¼ D ¼ coshðkLÞ; C ¼ kk sinhðkLÞ
B ¼ sinhðkLÞ=ðkkÞ; k ¼

ffiffiffiffiffiffiffiffi
p=a

p ð7Þ

where k is the thermal conductivity. The system in Eq. (5)
can be expressed as:

Hi ¼ AHo þ BUo ð8Þ
Ui ¼ CHo þ DUo ð9Þ

Taking into account that Ui = Q and Uo = 0 because of the
isolation in the rear face, the Eq. (8) can be solved for Hi

(front face temperature) as follows:

Hi ¼
QA
C
¼ Q

b

coth
ffiffiffiffiffi
pL2

a

q
ffiffiffi
p
p ð10Þ

Now the modified DAC deduction will be explained. The
temperature in the time domain at times t and t 0 can be
found by using the inverse Laplace transform:

T ðtÞ ¼ Q
b

L�1
coth

ffiffiffiffiffi
pL2

a

q
ffiffiffi
p
p

2
4

3
5
������
t

ð11Þ

T ðt0Þ ¼ Q
b

L�1
coth

ffiffiffiffiffi
pL2

a

q
ffiffiffi
p
p

2
4

3
5
������
t0

ð12Þ

From Eq. (12) we can derive that

Q
b
¼ T ðt0Þ

L�1 coth

ffiffiffiffi
pL2

a

p
ffiffi
p
p

� �����
t0

ð13Þ
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Replacing Eq. (13) in Eq. (11) we get:

T ðtÞ
T ðt0Þ ¼

L�1 coth

ffiffiffiffi
pL2

a

p
ffiffi
p
p

� �����
t

L�1 coth

ffiffiffiffi
pL2

a

p
ffiffi
p
p

� �����
t0

ð14Þ

DT DACcorr ¼ T ðtÞ �
L�1 coth

ffiffiffiffi
pL2

a

p
ffiffi
p
p

� �����
t

L�1 coth

ffiffiffiffi
pL2

a

p
ffiffi
p
p

� �����
t0

T ðt0Þ ð15Þ

The corrected DAC in Eq. (15) explicitly contains the spec-
imen thickness L and does not depend on the heat density
Q [15]. In this section we explained the methodology to de-
duce the corrected DAC, in the next section the experimen-
tal validation of corrected DAC will be shown.

3. Experimental validation

3.1. Experimental setup and specimens

Four experiments were carried out on four different
samples to validate the proposed method. These experi-
Fig. 2. Planar CFRP sample (CFR

Fig. 3. Curved CFRP sample (CFR
ments were performed using two photographic flashes (Bal-
car FX 60, 6.4 kJ), with a 5 ms pulse as the excitation
source. All the thermogram sequences were recorded using
a FPA infrared camera (Santa Barbara Focalplane
SBF125, 3–5 lm), with a 320 · 256 pixel array. Two of
the specimens are made of CFRP with planar and curved
shapes as shown in Figs. 2 and 3. In each CFRP specimen,
twenty-five (25) square TeflonTM insertions of different sizes
were placed between plies at different locations as indi-
cated. Each CFRP specimen is 2 mm thick. The other
two specimens are made of PlexiglasTM and aluminum with
circular flat bottom holes at different depths as indicated in
Figs. 4 and 5. The Plexiglas specimen is 4 mm thick.
3.2. Quantification results

The main parameters used for sample inspection are
described in Table 1. Thermal diffusivities (a) for each
material were experimentally obtained by using the single
side flash method described in [19] in which the solution
of the front side is multiplied by the cube root of the time
t. This function presents a minimum at Fo = 0.2656
P006) with TeflonTM insertions.

P007) with TeflonTM insertions.



Fig. 4. PlexiglasTM sample (PLEXI014) with flat bottom holes.

Fig. 5. Aluminum sample (ALUM02) with flat bottom holes.

Table 1
Parameters used for samples inspection

Specimen aðm2

s � 10�7Þ ts (ms) Time vector (s) t 0 (ms)

CFRP006 4.6 6.3 1e–4:6.3e–3:6.24 31.6
CFRP007 3.9 6.3 1e–4:6.3e–3:6.27 19
PLEXI014 0.6 880 1e–4:0.880:533.3 3600
ALUM02 430 6.3 1e–4:6.3e–3:6.06 0.1
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Fig. 6. Modified DAC curves for the five largest defects at different depths
(15 mm in lateral size) in CFRP006.
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(F o ¼ at
L2) giving the following relation for the diffusivity

measurement:

a ¼ 0:2656 L2

tmin

ð16Þ

where tmin is the time at which the global minimum is
reached. ts is the sampling time used for acquisition which
is the same for CFRP and aluminum samples. However,
for the PlexiglasTM sample the ts is higher (880 ms) given
its low thermal diffusivity (0.6e–7 m2

s
). The time vector is

the set of time values used for the evaluation of Eq. (15).
Figs. 6 and 7 present the corrected DAC curves for

insertions with diameter D = 15 mm in samples CFRP006
and CFRP007. Fig. 8 shows the curves extracted for inser-
tions with diameter D = 15 mm in sample CFRP006 in
which the classical DAC was applied. It is important to
observe that for times at the image sequence end (approx-
imately t P 2.5 s) the validity of this DAC is not preserved
since the contrast values increase instead of decreasing.

Defect depths from these composite samples were
extracted from the following expression [16]:

zdef ¼ 0:6722ð
ffiffiffiffiffiffiffiffi
tmax

p
ÞðCmaxÞ�0:258 ð17Þ
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Fig. 7. Modified DAC curves for the five largest defects at different depths
(15 mm in lateral size) in CFRP007.
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Fig. 8. Classic DAC curves for CFRP006.

Table 3
Estimated depths and % error for all defects in sample CFRP007 using the
corrected DAC

z (mm) D (mm) Cmax (�C) tmax (s) zest (mm) Error (%)

0.2 15 0.22 1.1 0.27 34
0.4 15 0.41 0.28 0.44 11
0.6 15 0.58 0.12 0.76 27
0.8 15 0.29 0.68 1.0 31
1.0 15 0.15 1.4 1.3 28

0.2 10 0.25 0.89 0.25 27
0.4 10 0.60 0.29 0.41 3.3
0.6 10 0.64 0.11 0.66 11
0.8 10 0.41 0.62 0.91 13
1.0 10 0.19 1.5 1.3 25

0.2 7 0.23 0.82 0.27 36
0.4 7 0.65 0.27 0.39 �2.5
0.6 7 0.60 0.13 0.66 10
0.8 7 0.39 0.6 0.89 11
1.0 7 0.19 0.93 1.0 0.23

0.2 5 0.19 0.78 0.28 39
0.4 5 0.45 0.25 0.41 2.2
0.6 5 0.50 0.12 0.71 18
0.8 5 0.27 0.57 0.91 14
1.0 5 0.16 0.79 0.96 �3.9

0.2 3 0.11 0.21 0.33 66
0.4 3 0.24 0.22 0.46 14
0.6 3 0.25 0.12 0.85 41
0.8 3 0.17 0.64 0.54 �32
1.0 3 0.12 0.17 0.48 �52

Table 2
Estimated depths and % error for all defects in sample CFRP006 using the
corrected DAC

z (mm) D (mm) Cmax (�C) tmax (s) zest (mm) Error (%)

0.2 15 0.36 0.77 0.25 20
0.4 15 0.71 0.25 0.37 �8
0.6 15 0.75 0.12 0.61 2
0.8 15 0.49 0.58 0.77 �4
1.0 15 0.28 0.85 0.86 �10

0.2 10 0.43 0.8 0.24 20
0.4 10 0.87 0.25 0.35 �10
0.6 10 1.00 0.13 0.6 �0.8
0.8 10 0.64 0.62 0.75 �6
1.0 10 0.33 0.8 0.8 �20

0.2 7 0.40 0.74 0.23 20
0.4 7 0.95 0.25 0.34 �20
0.6 7 1.2 0.13 0.56 �6
0.8 7 0.61 0.54 0.73 �9
1.0 7 0.36 0.75 0.76 �20

0.2 5 0.37 0.2 0.25 30
0.4 5 0.77 0.23 0.34 �10
0.6 5 0.89 0.13 0.37 �40
0.8 5 0.39 0.19 0.38 �50
1.0 5 0.31 0.78 0.8 �20

0.2 3 0.33 0.19 0.3 50
0.4 3 0.50 0.2 0.35 �10
0.6 3 0.49 0.14 0.41 �30
0.8 3 0.50 0.26 0.39 50
1.0 3 0.33 0.16 0.36 �60
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where zdef is defect depth, tmax is the time at which the max-
imum thermal contrast Cmax is reached.

Tables 2 and 3 summarize the quantification results and
the % error for every defect in these samples. The % error is
calculated as follows for all the inspected samples:

%error ¼ zest � z
z

ð18Þ

As can be observed, the defect size to depth ratio affects
thermal contrast parameters tmax, Cmax and defect depth
estimation. It is important to mention that defect size to
depth ratio was relatively large in the cases of composites
inspection (D

z P 3). For instance, for insertions of size
3 mm and depths 0.8 mm and 1 mm the % error reaches
values of 50% and 60% in CFRP006 and 32% and 50%
in CFRP007. In addition, the anisotropy of the material
and the uncertainty on the thermal properties might con-
tribute to errors as well. Besides these uncertainities the
estimation of z is affected by the correct correspondence be-
tween the time values during the experiment and the time



Table 4
Estimated depths and % error for all defects in sample PLEXI014 using
the corrected DAC

z (mm) D (mm) Cmax (�C) tmax (s) zest (mm) Error (%)

1 10 2.6 13 1.0 0
1.5 10 1.2 22 1.6 7
2.0 10 0.78 30 1.9 �5
2.5 10 0.55 37 2.3 �8
3.0 10 0.31 52 3.0 0
3.5 10 0.2 63 3.6 3

0 1 2 3 4 5 6 7
0

1

2

3

4

5

6

Time (s)

Δ 
T D

AC
co

rr 
(°

C
)

DAC corrected with Thermal Quadrupoles

0.5 mm,D=19 mm
1.0 mm,D=19 mm
1.5 mm,D=19 mm
2.0 mm,D=19 mm
2.5 mm,D=19 mm
sound

Fig. 10. Modified DAC curves for defects in ALUM02.
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values (time vector) used for calculation of Eq. (15). This
situation arises from the fact that correct t 0 determination
is not always possible since the temperature values at the
beginning of the acquisition is not reliable given the satura-
tion of the camera.

Fig. 9 shows the corrected DAC curves for defects pre-
sented in PLEXI014 sample. These curves reach negative
values at approximately 100 s due to convection losses.

The estimated defect depths z for PLEXI014 were calcu-
lated from expression:

zdef ¼ 0:3416ð
ffiffiffiffiffiffiffiffi
tmax

p
ÞðCmaxÞ�0:182 ð19Þ

This expression was deduced by finding the values tmax and
Cmax of corrected DAC curves described in Fig. 9 and fit-
ting the data based on the formulas [1]:

zdef ¼ A
ffiffiffiffiffiffiffiffi
tmax

p
ðCmaxÞn ð20Þ

log
zdefffiffiffiffiffiffiffiffi
tmax

p
� �

¼ logðAÞ þ n logðCmaxÞ ð21Þ

Eq. (21) corresponds to the equation of a line from which
values A and n can be easily extracted.

Table 4 describes the quantitative results for PLEXI014
specimen. The percentage of error obtained in this case is
within the expected range of values being 8% the highest
one. Moreover, this approach enables automated data
analysis since no intervention with respect to the sound
area choice is needed.

Fig. 10 shows the DAC curves for defects presented in
ALUM02 sample. These curves reach the maximum value
at the first instant of time. The estimated defects depths ze

showed in Table 5 were calculated from expression:

zdef ¼ 38:61ð
ffiffiffiffiffiffiffiffi
tmax

p
ÞðCmaxÞ�0:6 ð22Þ

This expression is deduced by following the same proce-
dure to get Eq. (19). On the other hand, taking into ac-
count that the corrected DAC is based on the
supposition that the heat stimulus is a Dirac pulse and that
this stimulus in practice is long and have a complex shape,
we propose a second modification to DAC introducing a
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Fig. 9. Modified DAC curves for defects in Plexi014.
correction in the heat stimulus shape. This second modifi-
cation is important for DAC validity at short times when
the inspected sample is a good heat conductor such as alu-
minum. The corrected temperature on the front face in La-
place domain is given by

HðpÞcorr ¼ UðpÞHðpÞ ð23Þ
The studied heat stimulus type is exponential (Fig. 11) de-
scribed in time domain by [17]

UðtÞ ¼ t

ðtf Þ2
e
�t
tf ð24Þ

The Laplace transform of Eq. (24) is [18]:

UðpÞ ¼ 1

ðp þ 1
tf
Þ2

1

t2
f

ð25Þ

where tf is the impulsion baricenter.
Table 5
Estimated depths and % error for all defects in sample ALUM02 using the
corrected DAC

z (mm) D (mm) Cmax (�C) tmax (s) zest (mm) Error (%)

0.5 19 7.8 0.0001 1.3 160
1.0 19 7.6 0.0001 1.3 27
1.5 19 4.8 0.0001 0.96 �36
2.0 19 8.3 0.0001 1.3 �33
2.5 19 13.0 0.0001 1.8 �29



tf t

Φ

Fig. 11. Exponential heat pulse.
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Replacing Eq. (25) in Eq. (23) gives

HðpÞcorr ¼
1

ðp þ 1
tf
Þ2

1

t2
f

Q
b

coth
ffiffiffiffiffi
pL2

a

q
ffiffiffi
p
p ð26Þ

Eq. (26) explicitly contains the baricenter of heat stimulus.
The values tested for ts ranged from 2.5e–3 s to 1e–5 s

showing that correct depth estimation results were
obtained as long as ts gets shorter proving that the heat
pulse duration in the experiment approximated well the
behavior of a Dirac pulse. The quantitative results
obtained with ts = 1e–5 show that the highest absolute
error 160%! is presented for the shallowest defect
(0.5 mm) while the depth estimation for the other defects
reaches absolute errors of 35%. In this case depth estima-
tion accuracy could be corrected with a higher sampling
rate since the tmax for all the DAC curves were equal.
4. Conclusions

The modified DAC was tested with different materials in
order to carry out depth estimation of defect type circular
flat bottom holes in PlexiglasTM and aluminum and ribbon
like delaminations in CFRP. The depth inversion procedure
was performed by using the relation of defect depth z with
the maximum contrast Cmax and the time at which this max-
imum contrast is reached tmax. The thermal contrast was
obtained by pulsed thermography hence fast and relatively
simple acquisition is achieved. However, special attention
must be provided to the influence of the initial time of acqui-
sition which is a source of incertitude to the measurement
because of camera saturation. Experimental data showed
that surface geometry have little impact on depth inversion
results as shown with the test of CRPF007 which has a
curved surface. The proposed corrected DAC approach
can be considered an interesting alternative to thermal con-
trast computations since it provides an automated tool for
depth retrieval and eliminates the need of selecting a non-
defective area. Also this DAC technique reduces the impact
of non-uniform heating, emissivity variations, environmen-
tal reflections and surface complex or non-planar geometry
and eliminates as well the variability in thermal contrast cal-
culations caused by these problems (since a local no defec-
tive area is used). Finally, this approach can be used in
other methods such as the detection and quantification of
defects with Artificial Neural Networks in which the modi-
fied DAC curves are used as training and validation data
[20] and Pulsed Phase Thermography in which is necessary
the a priori selection of a non-defective area in order to cal-
culate the blind frequency fb, i.e. the frequency at which the
phase contrast is high enough for a defect to be detected,
and carry on depth estimation [21,22].
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[13] C. Ibarra-Castanedo, D. González, F. Galmiche, X.P. Maldague, A.
Bendada, Discrete signal transforms as a tool for processing and
analyzing pulsed thermographic data, in: J. Miles, G.R. Peacock,
K.M. Knettel (Eds.), Proceedings of the SPIE Thermosense XXVIII,
vol. 6205, Orlando, USA, 2006.

[14] A. Degiovani, Conduction dans un tour multicouche avec sources:
extension de la notion de quadripole, Int. J. Heat Mass Transfer 31
(1988) 553–557.

[15] H.D. Benı́tez, C. Ibarra-Castanedo, A. Bendada, X. Maldague, H.
Loaiza, E. Caicedo, Modified differential absolute contrast using
thermal quadrupoles for the nondestructive testing of finite thickness
specimens by infrared thermography, in: Proceedings of the CCECE
2006 – Canadian conference on electrical and computer engineering,
Ottawa, Canada, 2006.

[16] D.L. Balageas, A.A. Déom, D.M. Boscher, Characterization and
nondestructive testing of carbon-epoxy composites by a pulsed
photothermal method, Mater. Eval. 45 (4) (1987) 461–465.

[17] A. Degiovanni, Correction de longueur d’impulsion pour la mesure
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